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Abstract

We introduce coefficient systems of pro-étale motives and pro-étale motivic spectra
with coefficients in any condensed ring spectrum and show that they afford the six oper-
ations. Over locally étale bounded schemes, étale motivic spectra embed into pro-étale
motivic spectra. We then use the framework of condensed category theory to define a
solidification process for any Ẑ-linear condensed category. Pro-étale motives naturally
enhance to a condensed category and we show that their solidification is very close to
the category of solid sheaves defined by Fargues-Scholze, suitably modified to work on
schemes: this is a rigidity result. As a consequence, we obtain that in contrast with the
rigid-analytic setting, solid sheaves on schemes afford the six operations, and we obtain
a solid realization functor of motives, extending the ℓ-adic realization functor. The solid
realization functor is compatible with change of coefficients, which allows one to recover
the Qℓ-adic realization functor while remaining in a setting of presentable categories.
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Introduction

Coefficient systems for ℓ-adic cohomology
Betti cohomology can be expressed in terms of sheaves on the topological space of complex
points; likewise de Rham cohomology is best understood through the theory of D-modules;
finally torsion étale cohomology is defined through torsion sheaves on the small étale site.
In all of the above examples, cohomology is expressed by means of a coefficient system: in
Grothendieck’s vision, this is a category fibered over the category of schemes, equipped with
additional functoriality (such as the six operations) allowing for the definition of cohomology
with coefficients in such systems.

Finding well suited coefficient systems for ℓ-adic cohomology is more challenging. Let
us first remark that there should actually be two such coefficient systems: the big (or more
accurately presentable) one and the small one that should lie inside of it as the subcategory
of constructible objects. The theory of constructible ℓ-adic sheaves is well understood. Its
initial construction was done for finite-type schemes over a field in [BBD82] by taking a
(homotopy) limit:

Db
c(−,Zℓ) = lim

n
Db

c(−,Z/ℓnZ)

with the right-hand side given by constructible sheaves on the small étale site. Ekedahl then
constructed a presentable coefficient system over noetherian schemes in [Eke90]. The latter
can actually be recovered by taking the ℓ-completion D((−)ét,Z)∧

ℓ of the derived category
of the abelian category of étale sheaves (this is the approach of [CD16]). One downside of
Ekedahl’s coefficient system is that it does not interact well with rationalization, in fact

D((−)ét,Z)∧
ℓ ⊗D(Q) ≃ 0.

In order to obtain a well behaved theory one needs to keep track of the natural topologies on
the rings Zℓ and Qℓ. The now classical idea from [BS15] is that instead of ℓ-completing in the
categorical sense as in Ekedahl’s theory, one can keep track of these topologies by using the
pro-étale site of a scheme. Indeed, one can see both Zℓ and Qℓ as sheaves on the pro-étale
site in a manner that takes into account their topology. A natural candidate for a coefficient
system is now the derived category D((−)proét,Zℓ) of the abelian category of Zℓ-modules in
the pro-étale site. Indeed, in this case one has

D((−)proét,Zℓ)⊗D(Q) ≃ D((−)proét,Qℓ),

as expected. This system is however far from having all the desired functoriality proper-
ties. For instance, the proper base change theorem already fails for this coefficient system
[HHL+25, Remark 7.15]. One of the goals of this work is to provide a theory that has all
the expected functoriality properties and is still compatible with rationalization in the above
sense.

Voevodsky motives and their ℓ-adic realization
Another motivation comes from the theory of Voevodsky motives and especially ℓ-adic re-
alization functors. Voevodsky étale motives form the universal étale-local coefficient system
for schemes DMét; the latter (in particular all the key functorialities) was constructed in
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[Voe92, Ayo14, CD16]. The theory of ℓ-adic cohomology is connected to the theory of étale
motives via ℓ-adic realization functors. A powerful tool in understanding these realization
functors is the rigidity theorem (see e.g. [BH21] for the most general such theorems): left
Kan-extension from étale to smooth X-schemes gives a natural map

D((−)ét,Z)→ DMét

which becomes an equivalence after ℓ-completion. Thus ℓ-completion provides a natural map
to Ekedahl’s coefficient system

DMét → (DMét)∧
ℓ ≃ D((−)ét,Z)∧

ℓ ,

which we call the ℓ-adic realization. Another way of thinking about the incompatibility of
D((−)ét,Z)∧

ℓ with rationalization mentioned above, is the fact Q is sent to 0 by this functor.
Furthermore, one can deduce from the above rigidity theorem that ℓ-adic cohomology is
representable in DMét by the ℓ-completion Z∧

ℓ of the unit. This motive has the unpleasant
feature that it is not stable under base change in mixed characteristic (see [Cis25]): it is shown
in loc. cit. that such stability would imply independence-of-ℓ results, which are actually too
strong to be true.

The other main objective of this paper is to build a new framework in which ℓ-adic
realization functors are exceptionally well-behaved: the idea is to construct a coefficient
system DMproét of pro-étale motives, which is an enlargement of DMét and allows one to
consider motives with coefficients in topological rings. One then again has a canonical map

D((−)proét,Zℓ)→ DMproét(−,Zℓ)

which we would very much like to be an equivalence: ℓ-adic realization functors would then
simply be given by extending scalars to the topological ring Zℓ which would thus represent
ℓ-adic cohomology and be stable under base change. This is however far too optimistic as
the right-hand side is a coefficient system while the left-hand side is not as it does not have
proper base change. To salvage this situation, we introduce a way of solidifying the above
categories, building on ideas of [CS21] and [FS24].

Solid sheaves on schemes
Condensed abelian groups (sheaves of abelian groups on the pro-étale site of a point) can
be thought of as a model for topological abelian groups. Solidity then aims to describe
a version of non-archimedean completeness: solid abelian groups form a full subcategory of
condensed abelian groups and for instance contain p-adic Banach spaces as a full subcategory.
In the rigid-analytic world, Fargues and Scholze developed the theory of solid sheaves with Ẑ-
coefficients in [FS24, Chapter VII]. They are subcategories of pro-étale sheaves of Ẑ-modules
that are small enough to afford some nice functorialities but large enough to be closed under
all limits and colimits. Indeed, in the analytic setting, solid sheaves can be endowed with a
so-called 5 functors formalism: the main feature is that any pullback functor admits a left
adjoint and that arbitrary base change is true. It is however not possible to endow solid
sheaves with a six functors formalism in this setting as the proper projection formula is not
true in general ([FS24, Warning VII.2.5]).
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The first step of this paper is to adapt the framework of solid sheaves to schemes. Let X
be a quasi-compact and quasi-separated (qcqs) scheme, let P be a subset of the set of prime
numbers and let ẐP = ∏

p∈P Zp. If j : U → X is a pro-étale map that can be written as a
cofiltered limit of étale maps jα : Uα → X with each Uα affine, we set

j■♯ ẐP := lim
α

(jα)♯ẐP .

The abelian category of solid sheaves on X is then defined as the localization Sh(X, ẐP)■ of
Sh(Xproét, ẐP) with respect to the natural maps j♯ẐP → j■♯ ẐP . We then say that a complex
of pro-étale sheaves of ẐP -modules is solid if its cohomology sheaves are solid. We denote by
D(X, ẐP)■ the full subcategory of D(Xproét, ẐP) spanned by solid objects. Finally, if Λ is a
solid ẐP -algebra, we set

D(X,Λ)■ := ModΛ(D(X, ẐP)■).

We prove that these categories have all the basic properties that one expects from a
good category of solid sheaves.

Theorem A. (Theorem 1.2.8, Corollary 1.3.2, Proposition 1.3.11 and Corollary 1.3.12) Let
X be a qcqs scheme.

1. The subcategory Sh(X, ẐP)■ of Sh(Xproét, ẐP) is abelian and closed under extensions,
small limits, colimits and base change. It is compactly generated by the pro-category of
constructible étale sheaves of P-torsion.

2. Constructible complexes in the sense of [HRS23] are solid, i.e. we have an inclusion
Db

c(X, ẐP) ⊆ D(X, ẐP)■. This is also true with Qℓ-coefficients.

3. Let Λ be a solid ẐP-algebra. The inclusion

D(X,Λ)■ ⊆ D(Xproét,Λ)

admits a left adjoint (−)■ and is compatible with colimits and base change. There
is a unique symmetric monoidal structure ⊗■ on D(X,Λ)■ making the functor (−)■
symmetric monoidal.

One of the main results of this paper is that, unlike in the analytic setting, the categories
D(−,Λ)■ support a full six functor formalism over schemes on which all primes in P are
invertible (see Theorem E).

Pro-étale motives
We will construct the six-operations on solid sheaves by comparing them to a suitable category
of pro-étale motives. Note that if we know that DMét has the six functors, the rigidity theorem
implies that over schemes such that n is invertible, the same holds for D((−)ét,Z/nZ). We
want to adapt this approach for solid sheaves. The first step is to define a pro-étale version
of motives and motivic spectra.

Let us now recall the (étale-local version of) Morel and Voevodsky’s construction of
A1-invariant motivic spectra over a scheme X: we start from the category SmX of smooth
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X-schemes endowed with the étale topology and build the category Shét(SmX ,Sp) of hy-
persheaves of spectra over SmX ; the category SHét(X) of étale motivic spectra is then the
P1-stabilization of the subcategory of A1-local sheaves. For our purposes, the category of
SmX is too small: we want to replace the étale topology with the pro-étale topology. To
that end, we define the category WSmX of weakly smooth X-schemes as the category of X-
schemes whose structure morphism is a finite composition of smooth morphisms and weakly
étale morphisms. As for smooth maps, the local structure of weakly smooth maps is simple:
Zariski-locally on the source they can be written as a composition

Y
f−→ An

X → X

with f weakly étale (this is Lemma 2.1.7). The category SHproét(X) is then defined as the P1-
stabilization of the subcategory SHS1

proét(X) of A1-local objects in the category Shproét(WSmX ,Sp)
of pro-étale hypersheaves of spectra on WSmX . The main result is that pro-étale motivic
spectra afford the six functors in a slightly weaker form than the six functors on usual motivic
spectra (we need finite presentation assumptions to get exceptional functors and not just the
usual assumption that they are of finite type); furthermore étale motivic spectra embed into
pro-étale motivic spectra under some finiteness assumptions:

Theorem B. (Corollary 2.5.6 and Theorem 2.6.2) We have a functor

SHproét : Schop → CAlg(PrL)

that is part of a six functors formalism. More precisely,

1. We have pairs of adjoint functors given by

• For any morphism of schemes f we have an adjunction (f∗, f∗) with f∗ the functor
SHproét(f).

• For a finitely presented f between qcqs schemes, we have an adjunction (f!, f
!).

There is a natural transformation f! → f∗ which is an equivalence if f is further-
more proper.

• Over any X, we have a closed monoidal structure (⊗X ,HomX) on SHproét(X).

2. Let f : Y → X be a finitely presented morphism between qcqs schemes. Then the for-
mation of f! is compatible with pullbacks.

3. For any finitely presented morphism f : X → Y of qcqs schemes, we have a natural
isomorphism

(f!M)⊗N → f!(M ⊗ f∗N).

4. In fact one can do better and obtain a six functors formalism as a lax symmetric
monoidal functor on a category of correspondences that encode most of the wanted
coherence of 1., 2. and 3. (see Theorem 2.5.4).

5. For any f : X → S finitely presented smooth morphism of qcqs schemes, then with the
notations of 2.4.4, there is a natural equivalence f ! ≃ ΣΩf ◦ f∗.
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6. For any closed immersion i : F → X with qcqs open complement j : X \ F → X, we
have exact triangles of natural transformations

j!j
! → Id→ i∗i

∗

i!i
! → Id→ j∗j

∗

given by the unit and counit of the appropriate adjunctions.

Finally, if X is a locally étale bounded (Definition 2.6.1) qcqs scheme, then the canonical
functor

SHét(S)→ SHproét(S)

is fully faithful.

Note in the above theorem we do in almost all statements need to assume that the
morphisms in question are of finite presentation. The reason that this is necessary lies within
the sixth point, which is the crucial ingredient to prove all the other properties above. For a
non-finitely presented closed immersion of qcqs schemes, the open complement might not be
quasi-compact and there are no localization sequences, see Remark 2.3.5. This also explains
the different behavior in the rigid analytic setting of [FS24, §VII]. In analytic geometry it is
rather rare for the open complement of a closed immersion to be quasi-compact and thus the
arguments in this paper do not apply in that setting.

Condensed category theory

Let Λ be a condensed ẐP -algebra. The coefficient system DMproét(−,Λ) of pro-étale motives
with Λ-coefficients is then defined as the category of HΛ-modules in SHproét. By abstract
nonsense, it also affords a six functor formalism. Left Kan extension defines a functor

D((−)proét,Λ)→ DMproét(−,Λ).

As we have seen above this map can not be an equivalence since the domain does not have the
six operations while the codomain does. The idea is that in oder to fix this, we need to solidify
the above map. We have seen what solidifying the left-hand side means and we need to provide
an analog of this procedure for the right-hand side. To that end, we use internal category
theory as developed in [Mar21, MW24, MW22]. The basic idea is that a condensed∞-category
is a sheaf of ∞-categories on the site of profinite sets and that a condensed functor is simply
a map of sheaves. A condensed ∞-category is presentable if it is pointwise presentable and
some squares are adjointable (see Definition 1.4.3, this in fact amounts to having colimits in a
condensed sense). A condensed functor has a left or right adjoint whenever it has an adjoint
pointwise and some squares are adjointable (see Proposition 1.4.5, again this amounts to
compatibility with condensed colimits). The category PrL

cond is then defined as the category
of presentable condensed categories with condensed left adjoint functors. As for the usual
category PrL, this category was endowed with a symmetric monoidal structure −⊗cond − in
[MW22]. The latter is a condensed version of the Lurie tensor product. Given a condensed
category C, one can “forget the topology” and obtain the underlying category C(∗) by taking
global sections.
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The basic examples of condensed ∞-categories that are used throughout the paper are

D(Xproét,Λ): K 7→ D((X ×K)proét,Λ)

and
SolidΛ : K 7→ D(K,Λ)■,

where K ranges through the category of profinite sets. We also set ModΛ := D(∗proét,Λ).
The solidification of a ModΛ-linear condensed presentable ∞-category C is then defined as
C■ := C ⊗cond

ModΛ
SolidΛ. We can recover solid sheaves on schemes using these tools:

Proposition C. (Proposition 1.4.17) Let X be a qcqs scheme. Then

D(X,Λ)■ = D(Xproét,Λ)■(∗).

The rigidity theorem
We are now armed to prove the rigidity theorem. For it to be true, we assume all primes in P
to be invertible on our schemes, because otherwise étale cohomology may not be A1-invariant.
The most natural idea is to look at the condensed presentable ∞-category defined by

DMproét(X,Λ): K 7→ DMproét(X ×K,Λ),

to solidify it and take global sections. This yields a presentable ∞-category that we denote
by DA1,Gm(WSmX ,Λ)■.1 We automatically get a map

D(−,Λ)■ → DA1,Gm(WSm(−),Λ)■

that we expect to be an equivalence. At the moment however we do not know how to prove
this. The main obstacle is that we do not know if the unit in the codomain is complete. To
circumvent this issue, we further localize this category. Let us first take a step back and start
from the effective case. We let DA1

proét(WSmX ,Λ) be the category of Λ-modules in SHS1
proét(X);

we naturally get a condensed presentably monoidal ∞-category

DA1
proét(WSmX ,Λ): K 7→ DA1

proét(WSmX×K ,Λ)

The ∞-category DA1(WSmX ,Λ)■ of solid A1-invariant sheaves over X is then defined as
DA1

proét(WSmX ,Λ)■(∗). The following result essentially amounts showing that solid sheaves
are homotopy invariant which we bootstrap from the torsion étale case:

Theorem D. (Theorem 3.2.6) Assume that each prime number in P is invertible on X. The
functor

ρ■♯ : D(X,Λ)■ → DA1(WSmX ,Λ)■

obtained by Kan extension along the inclusion Xproét → WSmX followed by A1-localization
is fully faithful, commutes with all small limits and colimits, all pullbacks and with f♯ for f
weakly étale.

1Note that since the abstract solidification we introduced above is only defined for coefficients in a ẐP -
algebra, we do not yet have a good category of solid motives integrally. Our methods also don’t immediately
generalize to the setting of integral coefficients: The main obstacle is that Lemma 1.2.7 does not hold integrally.
We plan to further address this point in future work.
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Observe now that if ẐP(1) is the free sheaf over the pointed scheme (GmX , 1), we have
a natural map ẐP(1) → limn∈ΠP Z/nZ(1) ≃ µ∞,P where ΠP is the set of those n which
are only divisible by primes in P and with µ∞,P := limn∈ΠP µn. The usual torsion rigidity
theorem implies that torsion étale sheaves are local with respect to this map. Thus, so are
pro-(torsion étale) sheaves. A bit more work shows that both the source and the target of
this map are compact (see the proof of Theorem 3.3.7) and thus we see that ρ■♯ lands in
the subcategory of local objects. This is a very good sign as µ∞,P is ⊗-invertible, so that
localizing with respect to this map also enforces Tate-stability. This motivates the following
definitions: we let DMeff(X,Λ)■ (resp. DM(X,Λ)■) be the localization of DA1(WSmX ,Λ)■
(resp. DA1,Gm(WSmX ,Λ)■) at the maps

M(1)→M ⊗ẐP
µ∞,P

for all M . We can now finally state our rigidity result:
Theorem E. (Theorem 3.3.7 and Proposition 3.3.9) Assume that each prime number in P
is invertible on X. The functors

D(X,Λ)■ → DA1(WSmX ,Λ)■ → DA1,Gm(WSmX ,Λ)■

induce equivalences
D(X,Λ)■ → DMeff(X,Λ)■ → DM(X,Λ)■.

In particular, the D(−,Λ)■ are endowed with the six functors on schemes X such that each
prime number in P is invertible on X. If R is a commutative (discrete) ring, this yields a
solid P-adic realization functor:

ρ■ : DMét(X,R)→ DMproét(X,R⊗Z ẐP)→ DM(X,R⊗Z ẐP)■ ≃ D(X,R⊗Z ẐP)■

We can then compare our realization with the classical ℓ-adic realization.
Proposition F. (Corollary 3.3.12) We have a commutative square

DMét(X,Z) D(X,Zℓ)■

DMét(X,Q) D(X,Qℓ)■

ρ■

⊗Q ⊗Q

ρ■

of symmetric monoidal left adjoints which restricts to the classical square

DMét,gm(X,Z) Db
c(Xét,Zℓ)

DMét,gm(X,Q) Db
c(Xét,Qℓ)

ρℓ

⊗Q ⊗Q

ρQℓ

,

where ρℓ is the ℓ-adic realization functor of [CD16] and ρQℓ
is the Qℓ-adic realization functor

of [RS20, 2.1.2].
Over schemes of characteristic zero, the above result also holds for Ẑ and the ring

of finite adeles AQ,f instead of Zℓ and Qℓ. This allows for another definition of the algebra
N ∈ DMét(Spec(Q),Z) such that modules over it are Nori motives, as considered in [RT24b].
In forthcoming work, we plan to study a spectral analogue of the constructions of this paper.
This would lead to a definition of spectral Nori motives.
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Notations and Conventions
We denote by Ani the category of anima2. Let C be a site. We denote by PSh(C) (resp.
Sh(C)) the category of presheaves (resp. hypersheaves) of anima over C. We let Sh(C,Sets)
be the full subcategory of sheaves of sets. If R is a ring in Sh(C, Sets), we let Sh(C, R) be
the category of R-modules. When dealing with presheaves on a site with values in a ∞-
category, we will always use hypersheaves and never sheaves. For the sake of readability, we
will sometime drop the "∞" and simply refer to ∞-categories as categories (and the same for
their condensed analogue defined in Definition 1.4.1). Finally, all schemes we consider are
qcqs.

1 Solid sheaves on schemes.

In this section, we adapt [FS24, Sections VII.1 & VII.2] to schemes. We begin by recalling
a few preliminaries on pro-étale sheaves in Section 1.1. In Section 1.2 we define the abelian
category of solid pro-étale sheaves and prove its main properties. Then, in Section 1.3 we
study the derived category of solid sheaves on a scheme. Both of these sections closely follow
the material in [FS24, §VII]. Finally in Section 1.4 we use ideas from condensed category
theory to provide a different perspective on solid sheaves. This approach will be used in
Section 3 to solidify the categories of pro-étale motives constructed in the Section 2.

1.1 Recollections on the pro-étale topos
If X is a scheme, we let Xproét denote the small pro-étale site of X consisting of weakly étale
X-schemes and by Xaff

proét the subcategory made of cofiltered limits with affine transition maps
of étale X-schemes which are also affine as schemes. Recall from [BS15, §2] that an affine
scheme is said to be w-contractible if any pro-étale cover of it admits a section. It is said to
be w-local if any open cover splits and the subset of its closed points is closed. We often use
[BS15, Theorem 1.8]: an affine scheme is w-contractible if and only if it is w-local, all of its
local rings at closed points are strictly henselian, and its π0 is an extremally disconnected

2also known as spaces, ∞-groupoids, Kan complexes, sets...
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profinite set. Finally, a morphism of w-local affine schemes is w-local if it maps closed points
to closed points.

1.1.1. Let X = Spec(R) be an affine scheme and i : Z = Spec(R/I) → X be a closed
immersion. Recall that by [BS15, Lemma 2.2.12] the base change functor

−⊗R R/I : Ind(Rét)→ Ind((R/I)ét)

admits a fully faithful right adjoint

HensR(−) : Ind((R/I)ét)→ Ind(Rét).

As in loc. cit. we often simplify notation a bit and simply write

(̃−) : Zaff
proét → Xaff

proét

V 7→ Ṽ

for the corresponding functor on schemes (that we also denote by HensX). This functor is
fully faithful and left adjoint to the base-change functor. It follows that for a pro-étale sheaf
F on X, the sheaf i∗F may be described as the sheaf associated to the presheaf

V 7→ F (Ṽ ).

Proposition 1.1.2. Let W be a w-contractible affine scheme and let i : W c → W be the
inclusion of its subscheme of closed points. Then HensW (W c) = W .

Proof. Let us write W̃ c = HensW (W c). First recall that W c is w-contractible: it is w-local
by [BS15, Lemma 2.1.3], its local rings are algebraically closed field and its π0 is the same
as that of W . By full faithfulness of the henselisation functor, we have W̃ c ×W W c = W c,
whence a map W c → W̃ c. Given a pro-étale cover W ′ → W̃ c, its pullback W ′×

W̃ c W
c →W c

splits. As W ′ ×
W̃ c W

c = W ′ ×
W̃ c (W̃ c ×W W c) = W ′ ×W W c, the splitting yields a map

W̃ c →W ′ by adjunction. It is a splitting of our pro-étale cover (by adjunction again). Thus
W̃ c is also w-contractible.

Furthermore the canonical map W c → W̃ c is a closed immersion as it is the pullback of
W c → W along the map W̃ c → W and W c → W̃ c is a henselian pair (indeed, this follows
from the universal property of HensW together with [Aut18, Tag 09XI (2)]). We claim that
W c → W̃ c is exactly the subscheme of closed points. Indeed, by [HRS23, Corollary 4.4], it
induces an isomorphism on π0 and the claim follows because any connected component of
W̃ c has a unique closed point since W̃ c is w-local. Since the canonical map

W̃ c →W

is pro-étale, w-local and induces an isomorphism on closed points, it follows from the proof
of [BS15, lemma 2.3.8] that it is an isomorphism.

Remark 1.1.3 (Size issues). Since the category of weakly étale X-schemes is not small this
induces some set-theoretic issues. In the end, one can always circumvent these issues and
they do not have any serious effect on our results. For the more cautious reader, we suggest
one of the following two ways of reading this paper:
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1. Fix once and for all two strongly inaccessible cardinals δ < ϵ. All schemes are then
assumed to be δ-small and all categorical constructions, such as taking sheaves on a site,
are taken with respect to the larger universe determined by ϵ. In particular Sh(Xproét)
always means hypersheaves of ϵ-small anima on δ-small weakly étale X-schemes, and
similarly for the ∞-category of condensed anima Cond(Ani).

2. If the reader does not want to work with universes, they may proceed as follows. For
a scheme X, choose a strong limit cardinal κ such that X is κ-small. Write Xproét,κ
for the category of κ-small weakly étale X-schemes. The assumption that κ is a strong
limit cardinal guarantees that there are enough w-contractible schemes in Xproét,κ. We
then define

Sh(Xproét) := colimκ Sh(Xproét,κ)

and similarly for the category of condensed anima. This is the approach taken by
Clausen and Scholze in [CS21].

Lemma 1.1.4. Let X be a quasi-compact scheme. Then there is a surjective morphism
of schemes f : E → X where E is reduced, 0-dimensional, affine and all its local rings are
separably closed fields. Furthermore for a such a scheme E we have a canonical equivalence

Sh(Eproét) ≃ Cond(Ani)/π0(E).

Proof. Since X is quasi-compact, we can assume X to be affine and reduced. By [BS15,
Remark 2.1.11] there exist maps

(XZ)c a−→ XZ b−→ X

with b a pro-open covering and a a closed immersion, with XZ a w-local scheme and (XZ)c

its subscheme of closed points. In particular by [BS15, Lemma 2.2.3] the scheme (XZ)c is
absolutely flat (i.e. reduced and 0-dimensional).

The existence of E then follows from [BS15, Lemma 2.2.7]. Now, the pro-étale site of E
is the same as the pro-Zariski site of E by [BS15, Lemma 2.3.8] and as E is 0-dimensional,
the map E → π0(E) is a homeomorphism so that the lemma follows.

Corollary 1.1.5. Let W be a w-contractible scheme and let i : W c →W be the inclusion of
its subscheme of closed points. Then for any F ∈ Sh(Wproét) the canonical map

η : i∗F (W c)→ F (W )

is an equivalence.

Proof. By Proposition 1.1.2, the map η is an equivalence if F is representable by a pro-affine-
étale W -scheme. Since i∗, Γ(W c,−) and Γ(W,−) preserves sifted colimits, and an arbitrary
pro-étale sheaf is a sifted colimit of pro-affine-étale representables, the claim follows.

Lemma 1.1.6. Let f : X → Y be a surjective morphism of schemes. Then the pullback
functor f∗ : Sh(Yproét)→ Sh(Xproét) is conservative.
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Proof. We may immediately reduce to the case where both X and Y are affine. Since w-
contractible schemes form a basis for the topology the collection of functors given by eval-
uating at any w-contractible W is conservative. Using Corollary 1.1.5 it follows that the
collection of functors given by pulling back along the maps

W c →W → X

for any w-contractible W is conservative. Hence, we may assume that W c = Y to reduce to
the case where Y is reduced of Krull dimension 0 with separably closed residue fields. By
Lemma 1.1.4, we may choose another such scheme E with a surjection E → X to reduce to
the case X = E. Again by Lemma 1.1.4 the functor f∗ identifies with the functor

Cond(Ani)/π0(X) → Cond(Ani)/π0(Y )

induced by pulling back along π0(f) : π0(X)→ π0(Y ). But by construction the map π0(f) is
surjective and thus an effective epimorphim in condensed anima and so pulling back along it
is conservative.

Lemma 1.1.7. Let f : X → Y be a morphism of schemes. Then the pullback functor
f∗ : Sh(Yproét)→ Sh(Xproét) is compatible with limits.

Proof. This is [Wol22, Corollary 4.18].

1.2 Abelian categories.
Let X be a qcqs scheme. We fix a set P of prime numbers in this section. Recall the ring
ẐP from the introduction. The ring ẐP is a topological ring in the obvious way and thus we
may consider it as a condensed ring. Via the canonical morphism of topoi

Cond(Set)→ Sh(Xproét,Set),

see for example [HHL+25, Remark 3.5], we may therefore view ẐP as a ring object in
Sh(Xproét, Set). We write Sh(Xproét, ẐP) = ModẐP

(Sh(Xproét,Ab)) and D(Xproét, ẐP) for
the derived category of this abelian category.

Recollection 1.2.1. Recall that by [sga72, Exposé VII, Théorème 5.7] we have a fully faithful
map:

Pro(Xaff,fp
ét )→ Xproét

where the left-hand side denotes the full subcategory of Pro(Xét) spanned by cofiltered limits
of finite presentation étale X-schemes which are affine. Moreover, this induces an equivalence
between the associated topoi by [BS15, Theorem 2.3.4].

If j : U → X is a pro-étale map, the pullback j∗ on pro-étale sheaves has a left adjoint
that we denote by j♯.

Definition 1.2.2. If j : U → X is a pro-étale map that can be written as a cofiltered limit
of étale maps jα : Uα → X with each Uα affine, we set

j■♯ ẐP := lim(jα)♯ẐP ∈ Shproét(X, ẐP).

We have a map j♯ẐP → j■♯ ẐP .
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Definition 1.2.3. Let F be an abelian pro-étale sheaf of ẐP -modules. We say that F is
solid, if for every j as in Definition 1.2.2, the natural map

HomSh(Xproét,ẐP )(j
■
♯ ẐP , F )→ HomSh(Xproét,ẐP )(j♯ẐP , F ) = F (U)

is an equivalence. We denote by Sh(X, ẐP)■ the full subcategory of Sh(Xproét, ẐP) spanned
by solid objects.

Finally, we say that a complex of pro-étale sheaves of ẐP -modules is solid if its coho-
mology sheaves are solid. We denote by D(X, ẐP)■ the full subcategory of D(Xproét, ẐP)
spanned by the solid objects.

Remark 1.2.4. Equivalently Sh(X, ẐP)■ is the reflective localization at the maps j♯ẐP →
j■♯ ẐP . In particular the inclusion Sh(X, ẐP)■ → Sh(Xproét, ẐP) admits a left adjoint that
we denote by (−)■ and call the solidification functor.

We now want to understand the category of solid sheaves. Our main result is Theo-
rem 1.2.8 and to that end, we first need a few technical lemmas.

1.2.5. Recall that an étale sheaf of sets F is constructible if there is a stratification of X by
quasi-compact locally closed subschemes such that F is locally constant with finite stalks over
each stratum; we let Xcons

ét be the full subcategory of Sh(Xét, Sets) made of constructible étale
sheaves. We denote by ν : Sh(Xproét,Sets) → Sh(Xét,Sets) the morphism of sites induced
by the inclusion and by ẐP [−] the left adjoint to the forgetful functor Sh(Xproét, ẐP) →
Sh(Xproét,Sets).

In many reductions, we need the following result on schemes.

Lemma 1.2.6. Let F be a constructible étale sheaf of sets. Then in Sh(Xproét, ẐP) the map

ẐP [ν∗F ]→ lim
n∈ΠP

Z/nZ[ν∗F ],

where ΠP is the set of positive integers, ordered by divisibility, that can be written as products
of primes in P, is an equivalence.

Proof. We can assume that F is étale-locally constant: indeed by [BS15, Lemma 6.1.11],
given a finite stratification of X with quasi-compact strata, the family of restrictions to the
strata is jointly conservative and these restrictions commute with limits by Lemma 1.1.7.

Take a surjective map g : E → X with E affine reduced of Krull dimension 0 with
separably closed residue fields using Lemma 1.1.4. Since g∗ is conservative and commutes
with limits by Lemma 1.1.6 and Lemma 1.1.7, we may replace X by E.

In that case, the Zariski and the étale site coincide by [Sch17, Corollary 2.5] and thus F
is Zariski-locally constant with finite stalks. Thus we may assume it is actually constant, in
which case the claim is obvious, since cofiltered limits commute with finite sums.

An étale sheaf of abelian groups is said to be P-torsion constructible if it is P-torsion
and constructible as an étale sheaf of sets. We let Shcons

P (Xét) be the full subcategory of
Sh(Xét,Z) made of P-torsion constructible étale sheaves.

We have the following analogue of [FS24, Proposition VII.1.6] in our setting:
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Lemma 1.2.7. Let (Fi) be a cofiltered inverse system of P-torsion constructible étale sheaves.
Then for all q > 0, the Rq limFi vanishes when taken in the category Sh(Xproét, ẐP).

Proof. It suffices to prove that for any w-contractible weakly étale X-scheme W and any q,
the abelian group [Rq limFi](W ) vanishes. By Corollary 1.1.5 and Lemma 1.1.7, we may
replace X by the set of closed points W c of W and therefore assume that X is affine reduced
of Krull dimension 0 with separably closed residue fields. By [Sch17, Corollary 2.5], we get
that Sh(Xét) = Sh(|X|) where |X| the underlying topological space of X which is extremally
disconnected. Now the same proof as in the end of [FS24, Proposition VII.1.6] applies.

Theorem 1.2.8. Keep the above notations.

1. The subcategory Sh(X, ẐP)■ of Sh(Xproét, ẐP) is weak Serre and closed under small
limits and colimits. For j : U → X as above, the object j■♯ ẐP is the solidification of
j♯ẐP . The collection of the j■♯ ẐP generates the abelian category Sh(X, ẐP)■.

2. Let F be an object of Sh(Xproét, ẐP). The following are equivalent

(a) The sheaf F is compact in Sh(Xproét, ẐP) and solid.
(b) The sheaf F is solid and compact in Sh(X, ẐP)■.
(c) The sheaf F can be written as a cofiltered limit of torsion constructible étale

sheaves.

3. The subcategory of Sh(Xproét, ẐP) spanned by objects satisfying the above equivalent
conditions is weak Serre. As an abelian category it is equivalent to the pro-category
Pro(Shcons

P (Xét)).

4. The category Sh(X, ẐP)■ is equivalent to Ind(Pro(Shcons
P (Xét))).

5. Let K be a complex of pro-étale sheaves of ẐP-modules. Then, it is solid if and only if
the natural maps

HomD(Xproét,ẐP )(j
■
♯ ẐP ,K)→ j∗j

∗K

are equivalences for any (j : U = limα Uα → X) ∈ Pro(Xaff,fp
ét ).

Proof. We mostly follow the proof of [FS24, Theorem VII.1.3]. The category Pro(Shcons
P (Xét))

is abelian by [KS06, Proposition 8.6.7]. Furthermore, Lemma 1.2.7 ensures that the functor

Pro(Shcons
P (Xét))→ Sh(Xproét, ẐP) (1)

is exact. We want to show that it is fully faithful. Let (Fi) be a cofiltered inverse system of
P-torsion constructible étale sheaves and let G be a P-torsion constructible étale sheaf, we
have to prove that the natural map:

colim HomSh(Xét,Z)(Fi, G)→ HomSh(Xproét,ẐP )(lim ν∗Fi, ν
∗G)

is an equivalence.
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Recall the category Xcons
ét of set-valued constructible étale sheaves. We consider the

category Sh(Pro(Xcons
ét ), Sets) of sheaves on Pro(Xcons

ét ) for the coherent topology, [Lurb,
Remark 7.1.1, Definition B.5.3]. By [Lurb, Example 7.1.7] the natural map

Pro(Xcons
ét )→ Sh(Xproét, Sets)

induces an equivalence Sh(Pro(Xcons
ét ),Sets)→ Sh(Xproét, Sets) by Kan extension. In partic-

ular, it is fully faithful and therefore, the map

colim HomSh(Xét,Sets)(Fi, G)→ HomSh(Xproét,Sets)(lim ν∗Fi, ν
∗G)

is an equivalence, since the coherent topology is subcanonical [Lurb, Corollary B.5.6]. Enforc-
ing compatibility with addition on the right hand side amounts to saying that two different
maps lim ν∗Fi × lim ν∗Fi → G coincide (and similarly on the left hand side); as before, we
have

colim HomSh(Xét,Sets)(Fi × Fi, G) ∼−→ HomSh(Xproét,Sets)(lim ν∗Fi × lim ν∗Fi, ν
∗G)

and taking equalizers, we get

colim HomSh(Xét,Z)(Fi, G) ∼−→ HomSh(Xproét,Z)(lim ν∗Fi, ν
∗G).

Furthermore, any map between cofiltered limits of constructible P-torsion sheaves that is
Z-linear is ẐP -linear. Hence, the category Pro(Shcons

P (Xét)) is equivalent to an abelian sub-
category of Sh(Xproét, ẐP) that we denote by C(X).

By definition, the category C(X) is spanned by the objects that satisfy condition (c). We
now show that its objects are solid. It suffices to prove that P-torsion constructible sheaves
are solid since solid objects are closed under limits. Let F be a P-torsion constructible étale
sheaf and let (Uα) be a cofiltered system of étale X-schemes which are affine. Denote by
j : limα Uα → X the canonical pro-étale map. In the commutative diagram

HomSh(Xproét,ẐP )(j
■
♯ ẐP , ν

∗F ) HomSh(Xproét,ẐP )(j♯ẐP , ν
∗F )

colimα F (Uα) (ν∗F )(limα Uα)

,

the right vertical arrow is invertible by the Yoneda lemma, the bottom horizontal arrow is
invertible because of [BS15, Lemma 5.2], and one sees that the left vertical arrow is invertible
by using Lemma 1.2.6 to write j■♯ ẐP as an object of C(X), and the fact that (1) is fully
faithful. Thus, the top horizontal arrow is an equivalence and this proves that ν∗F is solid.
Hence C(X) is contained in Sh(X, ẐP)■.

We now prove that the objects of C(X) are also compact in Sh(Xproét, ẐP). First note
that the objects of Pro(Xcons

ét ) are compact in Sh(Pro(Xcons
ét ), Sets) ≃ Sh(Xproét,Sets); this is

because filtered colimits of sheaves are computed in the category of set-valued presheaves
over Pro(Xcons

ét ) by [Lurb, Remark 7.1.1]. Let F be in C(X) and let G be a pro-étale
sheaf of ẐP -modules. As above, one can describe HomSh(Xproét,ẐP )(F,G) as the subset of
HomSh(Xproét)(F,G) made of maps satisfying additivity and ẐP -linearity, i.e certain maps
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F × F → G and F × ẐP → G agree; as the functor HomSh(Xproét)(H,−) is compatible with
filtered colimits for any H in C(X), this description also commutes with filtered colimits
and therefore F is compact in Sh(Xproét, ẐP). Hence, we proved that condition (c) implies
condition (a).

We can also deduce that solid objects are closed under filtered colimits: indeed, if j : U →
X is a pro-étale map that can be written as a cofiltered limit of étale maps from affine schemes,
the sheaf j■♯ ẐP is compact in Sh(Xproét, ẐP) as we already know that it belongs to C(X).
This also proves that condition (a) implies condition (b).

We now prove 4. i.e., we describe the category of solid sheaves. Since solid objects are
closed under filtered colimits, we have a functor

Ind C(X)→ Sh(X, ẐP)■.

As all objects of C(X) are compact, it is fully faithful. It is also an exact functor of abelian
categories by [KS06, Proposition 8.6.7].

As j■♯ ẐP is in C(X), it is solid. Thus, the Yoneda lemma and the definition of solid
objects yield

(j♯ẐP)■ ∼−→ j■♯ ẐP .

Thus any solid sheaf F admits a surjection from a direct sum of j■♯ ẐP for various j as before.
As the kernel is also solid, we get a presentation⊕

(jβ)■♯ ẐP →
⊕

(jγ)■♯ ẐP → F → 0

which implies that F belongs to Ind C(X), since the latter is closed under cofibers. From
this, we also deduce that condition (b) implies condition (c) because C(X) is idempotent
complete and using that taking compact objects of the Ind-category is the same as taking
the idempotent-completion by [Lur09, Lemma 5.4.2.4]. Thus we proved 2.

So far we proved 2. and 4., and everything in points 1. and 3. except for the stabilities
under extensions. This follows from 5., which we now prove. We begin by showing that any
solid complex K satisfies the condition of 5. By dévissage along the Postnikov tower (note
that the formula commutes with limits in K as j∗ commutes with limits by Lemma 1.1.7) and
a spectral sequence argument, we can reduce to K = F [0] being in the heart. The strategy is
as follows: we prove that the equation of 5. commutes with filtered colimits so that we may
assume that F is a constructible torsion étale sheaf, and then we prove the claim for those
specific sheaves. Both steps use Breen-Deligne resolutions:

By [HRS23, Lemma 5.3] the right-hand side of 5. commutes with filtered colimits
of objects in the heart. We claim that the left-hand side HomD(Xproét,ẐP )(j

■
♯ ẐP ,−) also

commutes with filtered colimits in Sh(X, ẐP)■. To prove this claim, note that the p♯ẐP
for p : V → X weakly étale and V w-contractible are compact generators of D(Xproét, ẐP)
(compactness follows from [HRS23, Lemma 4.1]) and therefore, it suffices to show that the
HomD(Xproét,ẐP )(p♯ẐP ,HomD(Xproét,ẐP )(j

■
♯ ẐP ,−)) are compatible with filtered colimits. The

latter coincides with HomD(Xproét,ẐP )(p♯ẐP ⊗ j■♯ ẐP ,−). Note that p♯ẐP ⊗ j■♯ ẐP is the non-
derived tensor product because p♯ẐP is projective. We now use a Breen-Deligne resolution of
j■♯ ẐP which implies as in [CS21, Corollary 4.8] that we have a functorial converging spectral
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sequence Ep,q
∗ (j■♯ Ẑ

rp,i

P × V,−) whose first page is of the form

Ep,q
1 =

np∏
i=1

Extq

Sh(Xproét,ẐP )
(ẐP [j■♯ Ẑ

rp,i

P × V ],−)⇒ Hp+qHomD(Xproét,ẐP )(p♯ẐP ⊗ j■♯ ẐP ,−),

with np and rp,i some universal constants. Note that the sheaf j■♯ Ẑ
rp,i

P ×V is a cofiltered limit
of affine étale X-schemes by Lemma 1.2.6. Thus, the left-hand side commutes with filtered
colimits by [Aut18, Tag 0739] and thus the abutment also commutes with filtered colimits,
which proves the claim. Hence, we can assume that F is compact. We can then further
reduce to F being a P-torsion constructible étale sheaf as both sides of 5. commute with
limits (which are derived in our case by Lemma 1.2.7).

We now will prove that 5. is an equivalence for K = F [0] and F a P-torsion con-
structible étale sheaf. Again it suffices to check that the map is an equivalence after applying
HomD(Xproét,ẐP )(p♯ẐP ,−) for all p : V → X pro-étale affine with V w-contractible. Note
that the right hand-side of 5. then becomes HomD(Xproét,ẐP )(p♯ẐP ⊗ j♯ẐP , F [0]) by using
adjunctions and the projection formula for j♯. Using again Breen-Deligne resolutions to get
simultaneous resolutions of j■♯ ẐP and (jα)♯ẐP we obtain as above a map

colimαE
p,q
∗ ((jα)♯Ẑ

rp,i

P × V, F )→ Ep,q
∗ (j■♯ Ẑ

rp,i

P × V, F )

of spectral sequences which on the E1-page is of the form

colimα

np∏
i=1

Extq

Sh(Xproét,ẐP )
(ẐP [(jα)♯Ẑ

rp,i

P × V ], F )→
np∏
i=1

Extq

Sh(Xproét,ẐP )
(ẐP [j■♯ Ẑ

rp,i

P × V ], F ).

This map is an equivalence for all p, q ∈ Z. Indeed, since j■♯ Ẑ
rq

P ×V = limα(jα)♯Ẑ
rq

P ×V , this
follows from [BS15, Corollary 5.1.6] because the j■♯ Ẑ

rq

P × V and (jα)♯Ẑ
rq

P × V are all limits
of affine schemes by Lemma 1.2.6. As the two spectral sequences are equivalent, so are their
abutments, thus the map

colimα HnHomD(Xproét,ẐP )(p♯ẐP ⊗ (jα)♯ẐP , F )→ HnHomD(Xproét,ẐP )(p♯ẐP ⊗ j■♯ ẐP , F )

is an equivalence. Using the projection formula for (jα)♯, the left-hand side can be written

colimα HnHomD(Xproét,ẐP )((uα)♯ẐP , F ) ≃ colimα Hn
ét(Wα, F|Wα

)

with the notation of the following cartesian diagram:

Wα V

Uα X

uα p

jα

.

By [Aut18, Theorem 09YQ] we have

colimα Hn
ét(Wα, F|Wα

) ≃ Hn
ét(W,F|W )
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with W the base change of p along j, thus doing the previous operations in reverse we find

HnHomD(Xproét,ẐP )(p♯ẐP ⊗ j■♯ ẐP , F ) ∼−→ HnHomD(Xproét,ẐP )(p♯ẐP ⊗ j♯ẐP , F )

which is what we wanted to prove.
We now prove the converse of 5. Let us write D(X, ẐP)L■ for the full subcategory

spanned by those complexes of pro-étale sheaves of ẐP -modules K such that for every j as
before, the map

HomD(Xproét,ẐP )(j
■
♯ ẐP ,K)→ Γ(U,K)

is an equivalence. Clearly all complexes satisfying the conclusion of 5. are in D(X, ẐP)L■.
In particular we have D(X, ẐP)■ ⊆ D(X, ẐP)L■ by what we have just shown. To show that
they agree we observe that the inclusion D(X, ẐP)L■ ↪→ D(Xproét, ẐP) admits a left adjoint
L. Note that D(X, ẐP)■ is closed under colimits in D(Xproét, ẐP). Thus we are done if we
prove that the natural map L(j♯ẐP)→ j■♯ ẐP is an equivalence, since the latter is contained
in D(X, ẐP)■. Since j■♯ ẐP is in D(X, ẐP)L■ it suffices to show that for any K ∈ D(X, ẐP)L■

the canonical map

HomD(X,ẐP )L■(j■♯ ẐP ,K)→ HomD(X,ẐP )(j♯ẐP ,K)

is an equivalence, which is true by definition.

Corollary 1.2.9. If F is an abelian étale sheaf of Z/nZ-modules on Xét with n ∈ ΠP (see
Lemma 1.2.6 for this notation), the sheaf ν∗F is solid.

Proof. Theorem 1.2.8 shows that this is true if F is constructible. As solid sheaves are closed
under colimits and ν∗ is compatible with colimits, the result is true because any sheaf of
Z/nZ-modules is a colimit of constructible sheaves by [Aut18, Lemma 03SA].

Remark 1.2.10. In Definition 1.2.2 we have chosen to work with inverse limits of affine étale
X-schemes. We could have also used other generators of the pro-étale site instead. To see
this we need to make some preliminary observations. We consider the functor

ẐP [−] : Xcons
ét → Pro(Shcons

P (Xét))

sending a constructible sheaf of sets F to the free ẐP -module on it. Note that this functor
does indeed land in the full subcategory Pro(Shcons

P (Xét)) ⊆ Sh(X, ẐP)■ by Lemma 1.2.6.
Furthermore it preserves finite colimits. Since cofiltered limits commute with finite colimits
in Pro(Shcons

P (Xét)), it follows that the extension to pro-objects

Pro(ẐP [−]) : Pro(Xcons
ét )→ Pro(Shcons

P (Xét))

also commutes with finite colimits. Now by Lemma 1.2.7 the obvious functor

Pro(Shcons
P (Xét))→ Sh(Xproét, ẐP)

is exact so in particular it also preserves finite colimits. It follows that the composite

Pro(Xcons
ét ) Pro(ẐP [−])−−−−−−−→ Pro(Shcons

P (Xét))→ Sh(Xproét, ẐP)
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is exact as well.
Now observe that if F = limiFi ∈ Pro(Xcons

ét ) this functor, by definition sends F to
limi ẐP [Fi]. In particular if F is represented by some j : U → X in Pro(Xaff,fp

ét ), it agrees
with j■♯ ẐP . It is a consequence of [Lurb, Remark 7.1.7] that all objects in Pro(Xcons

ét ) are
qcqs objects of the topos Sh(Xproét,Set). In particular we may write them as a finite colimit
of representables j : U → X in Pro(Xaff,fp

ét ). This shows that the canonical comparison map

ẐP [F ]■ → lim
i
ẐP [Fi] ∈ Sh(X, ẐP)■

writes as a finite colimits of maps of the form (j♯ẐP)■ → j■♯ ẐP and is thus an equiva-
lence. This shows that the full subcategory Sh(X, ẐP)■ ⊆ Sh(Xproét, ẐP) is equivalently the
reflective localization at the larger class of maps of the form

ẐP [F ]→ ẐP [F ]■ ≃ lim
i
ẐP [Fi].

The above considerations also show that we could have worked with a smaller class of
maps instead. Since w-contractible schemes which are in Pro(Xaff,fp

ét ) also generate the topos
Sh(Xproét,Set) under colimits, the same arguments as above show that Sh(X, ẐP)■ is also
equivalent to the reflective localization at maps of the form

j♯ẐP → j■♯ ẐP

for j : U → X in Pro(Xaff,fp
ét ) and w-contractible.

Proposition 1.2.11. Let f : Y → X be a map of qcqs schemes. Then

f∗ : Sh(Xproét, ẐP)→ Sh(Yproét, ẐP)

preserves solid sheaves. In fact, if j : U → X is affine pro-étale and if jY : V = U ×X Y → Y
is its base change along f , we have

f∗(j■♯ ẐP) ≃ (jY )■♯ ẐP .

As a consequence, if we let L■ be the composition

Sh(Xproét, ẐP) (−)■−−−→ Sh■(Xproét, ẐP) i
↪−→ Sh(Xproét, ẐP),

then the natural transformation
L■ ◦ f∗ → f∗ ◦ L■

is an equivalence.

Proof. The inclusion Sh■(Yproét, ẐP) ⊂ Sh(Yproét, ẐP) preserves colimits by Theorem 1.2.8,
and the same is true over X; using that Sh■(Xproét, ẐP) is generated under colimits by the
j■♯ ẐP for j : U → X affine pro-étale, to prove that f∗ preserves solid sheaves, it suffices to
check that each f∗(j■♯ ẐP) is solid. Thus the first part of the lemma follows form the second.

By commutation of the functor f∗ with limits (Lemma 1.1.7), étale base change and
Remark 1.2.10 we have f∗(j■♯ ẐP) ≃ (jY )■♯ ẐP : we have proven the second part.

19



Now, as we have just proven that f∗ preserves solid sheaves, there is a natural trans-
formation Ex■,∗ : L■ ◦ f∗ → f∗ ◦ L■. As noted above, the functor i preserves colimits,
thus the functor L■ also commutes with colimits. This implies that it suffices to check that
Ex■,∗ is an equivalence when evaluated at the j♯ẐP for j : U → X affine pro-étale (Recol-
lection 1.2.1). This then follows from the second part already proven, and the first point of
Theorem 1.2.8.

Corollary 1.2.12. Let f : X → Y be a surjective morphism of qcqs schemes, and let F be a
pro-étale sheaf of ẐP-modules on X such that f∗F is solid, then F is solid.

Proof. By Lemma 1.1.7 the map F → L■F is sent to an isomorphism by f∗, thus is an
equivalence because f∗ is conservative by Lemma 1.1.6.

Remark 1.2.13. It is clear from the definition of solid sheaves that for a ẐP -module, being
solid as a ẐP -module is the same as being solid as a Ẑ-module. We can in fact define solid
R-modules for R any quotient of Ẑ in the same fashion as above. All of the above results
hold in that setting (in particular, they hold for R = Z/nZ).

The above remark motivates the following definition:

Definition 1.2.14. Let Λ be a solid ẐP -algebra and let X be a scheme. We define the
derived category of solid schemes on X with Λ coefficients to be

D(X,Λ)■ := ModΛ(D(X, ẐP)■).

1.3 Derived categories
We keep X and P from the above section. Recall that by 5. of Theorem 1.2.8. a complex K
in D(Xproét, ẐP) belongs to D(X, ẐP)■ if and only if for each j : U → X in Pro(Xaff,fp

ét ), the
natural map

HomD(Xproét,ẐP )(j
■
♯ ẐP ,K)→ j∗j

∗K

is an equivalence.

Proposition 1.3.1. We have the following:

1. The inclusion
D(X, ẐP)■ ⊆ D(Xproét, ẐP)

admits a left adjoint (−)■.

2. D(X, ẐP)■ identifies with the derived category of solid sheaves of ẐP-modules and (−)■
with the derived functor of the solidification.

3. The kernel of K 7→ K■ is a tensor ideal. In particular, there is a unique symmetric
monoidal structure ⊗■ on D(X, ẐP)■ making the functor (−)■ symmetric monoidal.
It is the left derived functor of the induced symmetric monoidal structure the abelian
category of solid sheaves. This symmetric monoidal structure commutes with small
colimits in each variable and pullbacks.

4. The above symmetric monoidal structure is closed and its internal Hom are induced by
the ones on D(Xproét, ẐP).
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5. The t-structure on D(X, ẐP)■ is compatible with colimits, left complete and right com-
plete. Hence the inclusion D(X, ẐP)■ ⊆ D(Xproét, ẐP) is compatible with colimits.

Proof. By Theorem 1.2.8 5 and Remark 1.2.10, we may apply [CS21, Lemma 5.9] to our
situation (with compact generators of Sh(Xproét, ẐP) the ẐP [W ] for W → X a pro-étale
affine map with W w-contractible) and this proves the first two points. The third point is
proven following the same proof as [CS21, Theorem 6.2]. The fourth point amounts to proving
that Hom sends pairs of FS-solid objects to FS-solid objects; this is true by adjunction. The
compatibility with colimits and right completeness of the last point follow from the second
point and the general theory of derived categories from [Lura, Remark C.5.4.11], the left
completeness follows from the fact that the inclusion into D(Xproét, ẐP) is t-exact, compatible
with limits, and the fact that the latter has a left-complete t-structure by [BS15, Proposition
3.3.3, Proposition 4.2.8 and Proposition 3.2.3].

For the rest of this section, we fix a solid ẐP -algebra Λ.

Corollary 1.3.2. We have the following:

1. The inclusion
D(X,Λ)■ ⊆ D(Xproét,Λ)

admits a left adjoint (−)■ and commutes with colimits.

2. The formation of K 7→ K■, for K in D(Xproét,Λ) commutes with any base change of
qcqs schemes.

3. The kernel of K 7→ K■ is a tensor ideal. In particular, there is a unique symmetric
monoidal structure ⊗■ on D(X,Λ)■ making the functor (−)■ symmetric monoidal.
This symmetric monoidal structure commutes with small colimits in each variable and
pullbacks, is closed and its internal Hom are induced by the ones on D(Xproét,Λ).

Proof. We begin by noting that by [Lur22, Theorem 4.8.4.6] we have that

D(X,Λ)■ ≃ D(X, ẐP)■ ⊗D(∗proét,ẐP ) D(∗proét,Λ). (2)

The same is true for D(Xproét,Λ). Thus we may use [Ram24, Corollary 1.46] to conclude
that the functor

(−)■ ⊗ Λ: D(Xproét,Λ)→ D(X,Λ)■

is a localization functor and that there is a canonical inclusion

D(X,Λ)■ ⊆ D(Xproét,Λ).

The commutation of latter inclusion with colimits follows from the fact in the commutative
square of right adjoints

D(X,Λ)■ D(Xproét,Λ)

D(X, ẐP)■ D(Xproét, ẐP)
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the vertical functors are conservative and compatible with colimits by [Lur22, Corollary
4.2.3.5 and Corollary 4.2.3.2], and the bottom horizontal map is compatible with colimits by
Proposition 1.3.1. The second and third points are direct applications of formula 2.

The following lemma is well-known and can be assembled from pieces in Martini-Wolf’
work on internal category theory.
Lemma 1.3.3. Let (X,O) be a ringed ∞-topos. There exists a functor

ModO : Xop → CAlg(PrL)

that sends U ∈ Xop to ModO|U (Sh(X/U ,Sp)) and a map in Xop to the restriction functor.
Proof. First, as a consequence of [MW22, Proposition 2.6.3.7], the functor U 7→ X/U can
be endowed with the structure of the initial presentable category internal to the topos X,
that it denoted by Ω⊗. The objet O ∈ CAlg(Shv(X,Sp)) defines (see the paragraph just after
[MW22, Definition 2.5.2.1]) a commutative X-spectrum ([MW22, Definition 2.5.3.13], this is a
commutative ring objet in the X-category Sp(Ω)). In particular, we can take modules internal
to X and by [MW22, Proposition 2.5.3.8], the X-category ModO(Sp(Ω)) is a presentably
symmetric monoidal X-category. Unravelling the definitions, this provides a functor

Xop → CAlg(PrL)

sending U to ModO|U (Sh(X/U , Sp)), which is what we wanted. The preservation of limits
can be checked after composition with the forgetful functor to PrL where we can use [Lura,
Remark 2.1.0.5].

Lemma 1.3.4. Let f : Y → X be a map of qcqs schemes.

1. The restriction of the functor f∗ : D(Xproét,Λ) → D(Yproét,Λ) to D(X,Λ)■ lands in
D(X,Λ)■. When f varies, these functors assemble to give a functor

D(−,Λ)■ : Schop → CAlg(PrL).

2. The restriction of the functor f∗ : D(Yproét,Λ) → D(Xproét,Λ) to D(Y,Λ)■ lands in
D(Y,Λ)■. In particular, this shows that right adjoint f■∗ to the functor f∗ of 1. is
simply f∗.

3. If f is weakly étale, then there exists a functor f■♯ : D(Y,Λ)■ → D(X,Λ)■, left adjoint
to f∗.

Moreover, if F is f∗ or f♯, and F■ its solid counterpart, the natural transformation (−)■ ◦
F → F■ ◦ (−)■ is an equivalence.
Proof. We begin by proving the first point. That f∗ restrict to a functor between the solid
categories is immediate from Proposition 1.2.11 in the case Λ = ẐP . For a general Λ, note
that the commutative square

D(Y,Λ)■ D(Y,Λ)■

D(Y, ẐP)■ D(Y, ẐP)■

f∗

−⊗
ẐP

Λ

f∗

−⊗
ẐP

Λ
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is vertically right adjointable. This follows immediately from the formula D(X,Λ)■ ≃
D(X, ẐP)■⊗D(∗,ẐP )■ D(∗,Λ)■ and the bifunctoriality of the relative tensor product, since the
forgetful functor D(Y,Λ)■ → D(Y, ẐP)■ is D(∗, ẐP)■-linear and colimit preserving. Thus the
case for a general Λ follows since the forgetful functor is conservative and preserve limits.

The highly coherent functor D(−,Λ)■ is constructed as follows: by Lemma 1.3.3, we
have such a functor for X 7→ Sh((Sch/X)proét,Sp). Note that for each scheme X, the functor
Sh(Xproét, Sp)→ Sh((Sch/X)proét, Sp) is fully faithful, compatible with tensor products and
pullbacks. Thus by [MW22, Proposition 2.5.1.13 and Proposition 2.5.2.8], we have a functor
D((−)proét,Λ) on schemes, with values in CAlg(PrL). Now we may apply [Lur22, Proposition
2.2.1.9] to obtain both the functor D(−,Λ)■ valued in CAlg(PrL) and the compatibility with
the solidification functor.

Because the functor f∗ preserves solid sheaves, the existence of f■♯ for weakly étale maps,
together with its compatibility with solidification is formal. We now prove that f∗ preserves
solid objects. For this note that

We may assume that Λ = ẐP because f∗ is induced by the functor f∗ with ẐP coefficients.
Let K ∈ D(Y, ẐP)■. By using left-completeness (Proposition 1.3.1 5.) and the fact that the
inclusion functor of solid complexes in all complexes is t-exact and commutes with limits,
we may assume that K is bounded below. Next, by a spectral sequence argument, we may
assume that K is concentrated in degree 0. In that case using that f∗ preserves colimits
of uniformly bounded below complexes ([HRS23, Lemma 5.3]), that the t-structure on solid
sheaves is compatible with colimits, and that the abelian category of solid sheaves is closed
under colimits in the abelian category of pro-étale sheaves, we may assume that K is compact
in Sh(X, ẐP)■. In that case, K is a cofiltered limit of torsion étale sheaves thus we may assume
that K is a constructible torsion étale sheaf. By [BS15, Lemma 5.4.3] we conclude as then f∗K
has cohomology sheaves being torsion étale sheaves which are solid by Corollary 1.2.9.

Lemma 1.3.5. Let f : X → Y be a morphism of schemes. Then the functor f∗ : D(Y,Λ)■ →
D(X,Λ)■ commutes with all limits.

Proof. By the first point of Lemma 1.3.4 we have a commutative square

D(Yproét,Λ) D(Xproét,Λ)

D(Y,Λ)■ D(X,Λ)■

f∗

f∗

where the upper horizontal functor preserves limits by Lemma 1.1.7 and the vertical functors
are fully faithful and preserve limits as they are right adjoint functors. Thus so does the
lower horizontal functor.

Proposition 1.3.6. Consider a cartesian square of schemes

X ′ X

Y ′ Y

g

q p

f

.
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The canonical map f∗p∗ → q∗g
∗ of functors D(X,Λ)■ → D(Y ′,Λ)■ is an equivalence if we

are in one of the following cases:

1. The morphism p is proper.

2. The morphism f is smooth and all primes in P are invertible on Y .

Proof. Because the forgetful functor D(X,Λ)■ → D(X, ẐP)■ is conservative and commutes
with all f∗ and p∗’s, we may assume that Λ = ẐP . In that case, since all of the involved
functors commute with limits by Lemma 1.3.5 and the t-structure on solid complexes is left
complete by the last point of Proposition 1.3.1, we may replace some K ∈ D(X, ẐP)■ by
its truncation τ≤nK to assume that K is bounded below. Since p∗, q∗ commute with filtered
colimits of uniformly bounded below complexes ([HRS23, Lemma 5.3]), we may reduce the
case where K is bounded by writing colimn τ≥nK ≃ K. If K is bounded we may do dévissage
to assume that K is concentrated in degree 0. Using commutation with filtered colimits again,
Theorem 1.2.8 allows us to reduce to the case where K is a torsion constructible étale sheaf in
which case the claim follows from ordinary proper/smooth base change in étale cohomology
which is [sga72, Théorème 5.1] and [Aut18, Tag 0EYU].

Remark 1.3.7. As a consequence of Lemma 1.3.5, the functor f∗ : D(Y,Λ)■ → D(X,Λ)■
has a left adjoint f■♯ , which we can think of as relative solid Λ-homology. Note that this
left adjoint also exists for the non-solid categories by Lemma 1.1.7. The non-solid version
however is not that well behaved. For example, it will not be homotopy variant, even with
torsion coefficients prime to the characteristic, see [HHL+25, §7.1]. Relative solid Λ-homology
however is A1-invariant by the proof of Corollary 3.2.5. Furthermore Proposition 1.3.6 shows
that for smooth f , it is compatible with base change.

For later use we also add the following small observation:

Lemma 1.3.8. Assume that all the primes in P are invertible on X, then the sheaf µ∞,P :=
limn∈ΠP µn is invertible in D(X, ẐP)■ (see Lemma 1.2.6 for the notation ΠP).

Proof. Since all primes in P are invertible on X, the map of schemes limn∈ΠP µn → X is a
pro-étale cover. Thus we may assume that a primitive n-th root of unity exists for every n
that is a product of primes in P. Picking a compatible system of such roots then defines an
isomorphism ẐP

∼=−→ µ∞,P , which shows the claim.

We end this section with a comparison with usual ℓ-adic sheaves and complexes of torsion
étale sheaves.

Proposition 1.3.9. Let X be a qcqs scheme and assume that Λ = Z/nZ. Then the functor

D(Xét,Z/nZ)→ D(Xproét,Z/nZ)

lands in D(X,Z/nZ)■ and gives a symmetric monoidal functor

D(Xét,Z/nZ)→ D(X,Z/nZ)■.

Moreover, the latter induces a fully faithful functor

D(Xét,Z/nZ)t∧ → D(X,Z/nZ)■,

where D(Xét,Z/nZ)t∧ is the left completion of D(Xét,Z/nZ).
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Proof. To prove the first two parts of the proposition, as being solid can be checked on
cohomology objects, and the functor D(Xét,Z/nZ) → D(Xproét,Z/nZ) is t-exact, it suffices
to prove that if F ∈ Sh(Xét,Z/nZ), then ν∗(F ) is solid. This is Corollary 1.2.9. The last part
of the proposition follows from the fact that the t-structure on D(X,Z/nZ)■ is left-complete,
and that D(Xét,Z/nZ) → D(Xproét,Z/nZ) is fully faithful after left-completion by [BS15,
Proposition 5.3.2].

Recall the following definition:

Definition 1.3.10 (Hemo-Richarz-Scholbach). Let X be a qcqs scheme. A complex K ∈
D(Xproét,Λ) is called constructible if there exists a finite stratification of X by quasi-compact
locally closed subschemes such that K is dualizable over each stratum. Denote by Dcons(X,Λ)
the subcategory of such K’s.

Recall also that by [HRS23, Theorem 7.7], there is a canonical equivalence

Dcons(X,Zℓ) ≃ Db
c(Xét,Zℓ)

with the classical category of ℓ-adic constructible complexes and a the same is true with
Qℓ-coefficients.

Proposition 1.3.11. Let X be a qcqs scheme. Let K ∈ Dcons(X, ẐP). Then K is solid: we
have K ∈ D(X, ẐP)■.

Proof. If K is dualizable, the functor − ⊗ K commutes with limits, thus using that ẐP =
limn ẐP/nẐP , we see that K ≃ limnK/n and we conclude using [HRS23, Proposition 7.1]
that implies that each K/n is a bounded complex of torsion étale sheaves.

In the general case, K is dualizable over the strata of some stratification of X. Taking
the disjoint union of all strata yields a surjective map g : Y → X such that g∗K is dualizable,
whence solid. We conclude by Corollary 1.2.12.

Corollary 1.3.12. Let X be a qcqs scheme. Then every object of Db
c(Xét,Qℓ) ⊂ D(Xproét,Qℓ)

lies in the full subcategory D(X,Qℓ)■.

Proof. Given K ∈ Dcons(X,Qℓ), there exists L ∈ Dcons(X,Zℓ) such that L ⊗Zl
Ql ≃ K, by

[HS23, Corollary 2.4]. Thus the claim follows from Proposition 1.3.11.

1.4 Solid sheaves through condensed category theory
We now provide an alternative way of passing to subcategories of solid objects using the ma-
chinery of condensed ∞-categories. Condensed ∞-categories can be viewed as ∞-categories
internal to the ∞-topos Cond(Ani) of condensed anima. A general theory of ∞-categories
internal to an arbitrary ∞-topos has been developed in [Mar21, MW24, MW22]. We recall
some of the basic ideas here.

Definition 1.4.1. A condensed ∞-category C is a hypersheaf of ∞-categories on the site
ProFin = ∗proét of profinite sets C : ProFin→ Cat∞. A functor of condensed ∞-categories is
simply a natural transformation. Similarly a symmetric monoidal condensed ∞-category is
simply a hypersheaf on profinite sets with values CAlg(Cat∞).

If C is a condensed category and s : S → T is a map of profinite sets, we often denote
the associated transition functor C(T )→ C(S) by s∗.
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Here are the main examples that we use in this paper:
Example 1.4.2. 1. Unstraightening the codomain fibration and restricting along ProFinop →

Cond(Ani)op gives a functor

ProFinop → Cat∞; S 7→ Cond(Ani)/S .

We denote this condensed ∞-category by Cond(Ani). Its role in condensed category
theory is analogous to the role of ∞-category of Ani in usual ∞-category theory. Tak-
ing the cartesian monoidal structure at every S, Cond(Ani) canonically refines to a
symmetric monoidal condensed category, see [MW22, Remark 2.6.2.7].

2. For any presentable ∞-category C there is a version of the above example with coeffi-
cients in C given by

ProFinop → Cat∞; S 7→ Cond(S, C) = Cond(Ani)/S ⊗ C,

where ⊗ denotes the Lurie tensor product. We denote this condensed ∞-category
by Cond(C). If furthermore C ∈ CAlg(PrL), then Cond(C) canonically refines to a
symmetric monoidal condensed ∞-category.

3. Let Λ be a condensed E∞-ring, i.e. a commutative algebra in Cond(Sp). For any
profinite set S we still denote by Λ the base change of Λ to Cond(S, Sp). Then there is
a symmetric monoidal condensed category of Λ-modules

ModΛ : ProFinop → CAlg(Cat∞); S 7→ ModΛ(Cond(S, Sp)),

see Lemma 1.3.3.

4. If Λ is a solid ẐP -algebra as before, we get also get a symmetric monoidal condensed
category of solid Λ-modules

SolidΛ : ProFinop → CAlg(Cat∞); S 7→ D(S,Λ)■.

5. Let X be a qcqs scheme, we have a condensed category

Sh(Xproét) : ProFinop → CAlg(Cat∞); S 7→ Sh((X × S)proét).

As before, we also have a spectral version Sh(Xproét, Sp) and for any condensed ring
spectrum Λ, we have a Λ-linear version D(Xproét,Λ): S 7→ ModΛ(Sh((X×S)proét, Sp)).

It turns out that all the examples of condensed categories listed above enjoy some special
features. That is, they are presentable in the following sense.

Definition 1.4.3 ([MW22, §2.4]). A condensed ∞-category C is called presentable if the
following two conditions are satisfied:

1. The sheaf C : ProFinop → Cat∞ factors through the (non-full) subcategory PrL ⊆
Cat∞.
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2. For any s : S → T , the left adjoint s! to the functor s∗ : C(T ) → C(S) is such that for
any other map α : T ′ → T the commutative square

C(T ) C(S)

C(T ′) C(S ×T T
′)

s∗

α∗ (α×T S)∗

(s×T T ′)∗

is horizontally left adjointable.

Remark 1.4.4. It is easy to check that all examples appearing in Example 1.4.2 are indeed
presentable.

The∞-category of condensed∞-categories is cartesian closed [Mar21, Proposition 3.2.11].
For two condensed ∞-categories C,D we denote the internal hom by

Funcond(C,D) ∈ Cond(Cat∞)

and call it the condensed category of functors from C to D. Taking global sections we obtain
an ∞-category

Funcond(C,D) = Funcond(C,D)(∗)

that we call the ∞-category of condensed functors from C to D. In particular Cond(Cat∞)
is naturally enriched over Cat∞ and thus defines an (∞, 2)-category (see [Mar21, Remark
3.4.3]). We define an adjunction between condensed categories to simply be an adjunction
in the (∞, 2)-category Cond(Cat∞) [MW24, Definition 3.1.1]. Adjoint functors between
condensed categories also admit the following very explicit description:

Proposition 1.4.5 ([Mar21, Proposition 3.2.9]). Let f : C → D be a functor of condensed
categories. Then f admits (resp. is) a left adjoint if and only if for any S ∈ ProFin the
functor f(S) admits a left (resp. right) adjoint and for any map s : S → T the square

C(T ) D(T )

C(S) D(S)

f(T )

s∗ s∗

f(S)

is horizontally left (resp. right) adjointable.

Definition 1.4.6. We define the ∞-category PrL
cond of presentable condensed categories to

be the subcategory of Cond(Cat∞) spanned by the presentable condensed categories and left
adjoint functors between them.

Evaluating at the point defines a functor Γ: PrL
cond → PrL. For later use we recall the

following:

Lemma 1.4.7. The functor Γ: PrL
cond → PrL preserves colimits.

Proof. See the proof of [MW22, Proposition 2.6.3.2].
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By [MW22, §2.6] there is a symmetric monoidal structure −⊗cond− on PrL
cond that can

be viewed as a condensed variant of the Lurie tensor product of presentable ∞-categories.

Definition 1.4.8. A presentably symmetric monoidal condensed category is a commutative
algebra C ∈ CAlg(PrL

cond).

This may sound scary at first sight, but it admits the following more explicit description:

Lemma 1.4.9. A symmetric monoidal condensed category C is presentably symmetric monoidal
if and only if the following three conditions are satisfied:

1. The underlying condensed category of C is presentable.

2. For any S ∈ ProFin the tensor product −⊗− : C(S)× C(S)→ C(S) preserves colimits
in each variable.

3. For any map s : S → T of profinite sets, the left adjoint s! : C(S)→ C(T ) of s∗ satisfies
the projection formula, that is the canonical map

s!(a⊗ s∗b)→ s!(a)⊗ b

is an equivalence for any a ∈ C(S) and b ∈ C(T ).

Proof. This follows from unwinding the definitions and Proposition 1.4.5, see e.g. [Cno23,
after Definition 2.15].

Remark 1.4.10. Using the above Lemma it is easy to check that all examples in Example 1.4.2
are presentably symmetric monoidal.
Remark 1.4.11. Note that the symmetric monoidal ∞-category C is cartesian closed and for
two presentable condensed categories, the internal hom is given by the condensed subcategory

Funcond,L(C,D) ⊆ Fun(C,D)

spanned by the left adjoint functors (this essentially follows from the definition of the−⊗cond−
as the universal bilinear functor, see [MW22, §2.6]). For a fixed presentable condensed
category T , we thus obtain a map

Funcond,L(C,D)→ Funcond,L(C ⊗cond T ,D ⊗cond T )

that is natural in C and D as the transpose of the natural map

Funcond,L(C,D)⊗cond C ⊗cond T ev⊗Id−−−−→ D ⊗cond T .

Evaluating at the point we thus obtain a natural map of ∞-categories

Funcond,L(C,D)→ Funcond,L(C ⊗cond T ,D ⊗cond T )

and one furthermore checks that after passing to maximal subgroupoids, this functor recovers
the action of the functor −⊗cond T : PrL

cond → PrL
cond on mapping spaces.

In more coherent fashion, one can show that − ⊗cond − upgrades to an (∞, 2)-functor.
Since we do not actually need the full coherence in this paper we do not spell this out here.
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Lemma 1.4.12. Let f : C → D be a map in PrL
cond that admits a further left adjoint g : D →

C. Then for any T ∈ PrL
cond the functor g ⊗cond T is left adjoint to f ⊗cond T .

Proof. This is immediate from Remark 1.4.11.

Definition 1.4.13. We call a functor f : C → D of condensed categories fully faithful if for
every S ∈ ProFin the functor f(S) is fully faithful.

Lemma 1.4.14. Let f : C → D be a map in PrL
cond. Then for any T ∈ PrL

cond, if the right
adjoint g of f is fully faithful (i.e. f is a condensed localization), then so is the right adjoint
g ⊗cond T of f ⊗cond T .

Proof. From [MW22, Proposition 2.6.2.11], we have identifications:

C ⊗cond T ≃ Funcond,R(T op, C) and D ⊗cond T ≃ Funcond,R(T op,D)

where Funcond,R(A,B) is the condensed subcategory of Funcond(A,B) spanned by condensed
right adjoints for A and B two condensed ∞-categories. The condensed functor g ⊗cond T
identifies with composition with g through the above equivalences. The result then follows
from [Mar21, Proposition 3.8.4].

Lemma 1.4.15. Let f : Y → X be a map of schemes. Then the functor f♯ : Sh(Yproét) →
Sh(Xproét) naturally enhances to a condensed left adjoint functor f♯ : Sh(Yproét)→ Sh(Xproét).

Proof. To see that we have a condensed functor, we need to prove that if g : K → S is a map
of profinite sets, the square

Sh((Y ×K)proét) Sh((X ×K)proét)

Sh((Y × S)proét) Sh((X × S)proét)

fK
♯

g∗
Y g∗

X

fS
♯

commutes. Passing to right adjoints and noting that gX is integral, this follows from inte-
gral base change ([HHL+25, Proposition 6.18]). As the above square is horizontally right
adjointable, f♯ is indeed a condensed left adjoint.

From this point on, we let Λ be a solid ẐP -algebra where P is as before.

Definition 1.4.16. Let C ∈ ModModΛ
(PrL

cond), the solidification of C is the tensor product

C■ := C ⊗cond
ModΛ

SolidΛ.

We now have a second way of defining a category of solid pro-étale sheaves, that is we
may consider the underlying category of the solidification D(Xproét,Λ)■ of D(Xproét,Λ) in
the above sense. The next proposition shows that this agrees with the category of Defini-
tion 1.2.14.

Proposition 1.4.17. Let X be a qcqs scheme. Then Definition 1.4.16 does not create a
clash of notations: the ∞-category D(X,Λ)■ of Definition 1.2.14 is naturally equivalent to
D(Xproét,Λ)■(∗).
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Proof. We may assume that Λ = ẐP . Note that both categories in discussion are reflective
subcategories of D(Xproét, ẐP). For the second one this follows using Lemma 1.4.14 with the
observation that D(Xproét,Λ)■ ≃ Sh(Xproét)⊗cond SolidΛ. We have two solidification functors

(−)■ : D(Xproét, ẐP)→ D(X, ẐP)■

and
(−)■′ : D(Xproét, ẐP)→ D(Xproét, ẐP)■(∗).

Our goal is to show that these two reflective subcategories agrees. At first suppose that we
are given a map of schemes f : Y → X. We claim that the commutative square

D(Xproét, ẐP) D(Yproét, ẐP)

D(Xproét, ẐP)■ D(Yproét, ẐP)■

f∗

(−)■′ (−)■′

f∗

(the fact that it commutes is just bifunctoriality of −⊗cond−) is vertically right adjointable.
This follows because the square that we get after passing to right adjoints vertically is the
square that we get from passing to right adjoints (horizontally and vertically) in

D(Xproét, ẐP) D(Yproét, ẐP)

D(Xproét, ẐP)■ D(Yproét, ẐP)■
(−)■′

f♯

(−)■′

f♯⊗condSolid̂
ZP

where the bottom line is obtained by tensoring the condensed functor from Lemma 1.4.15
with SolidẐP

. Since this square commutes by bifunctoriality of −⊗cond− we have shown the
claim.

Now pick a surjective morphism f : E → X of schemes where E is 0-dimensional and all
local rings are separably closed fields using Lemma 1.1.4. A complex K in D(Xproét, ẐP) is
contained in D(Xproét, ẐP)■(∗) if and only if f∗K is contained in D(Eproét, ẐP)■(∗): indeed
f∗ is conservative by Lemma 1.1.6 and applying f∗ to the canonical map K → K■′ gives
the canonical map f∗K → (f∗K)■′ , by the adjointability that we have just shown. Since the
same is true in D(X, ẐP)■ by Corollary 1.2.12, we have reduced the Proposition to X = E.
But in this case

D(Eproét, ẐP)■(∗) = SolidẐP
(π0(E)) = D(E, ẐP)■

as full subcategories of D(Eproét, ẐP). Here the first equality follows from [MW22, Proposition
2.6.2.11], [MW24, Theorem 7.1.1] and Lemma 1.1.4. The second one is true by definition of
SolidẐP

(π0(E)). This completes the proof.

2 Pro-étale motives.
In this section, we construct the category of pro-étale motivic spectra over a base scheme and
we prove that they form a coefficient system, affording a full six functors formalism3. Our

3The only caveat is that the exceptional functors will only be defined for finitely presented maps and not
for arbitrary maps of finite type which is the usual assumption.
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construction closely follows classical material from [MV99, Ayo07a, Ayo07b, CD19, Kha16,
Hoy17]. We begin in Section 2.1 by defining the desired category of pro-étale motivic spectra
based on the notion of a weakly smooth scheme, Definition 2.1.6. In Section 2.2 we study the
basic functoriality properties of this construction and especially investigate the push-forward
along a closed immersion Proposition 2.2.4. This is one of the ingredients for the proof of
the localization theorem in this setting, which we prove in Section 2.3. Given the localization
theorem, we can follow the general construction principles of motivic six functor formalisms.
The only difference is that in our setting is the localization theorem only holds for quasi-
compact open immersions. In Section 2.4 and Section 2.5 we verify that the key steps in
the construction of a motivic six functor formalism still go through in that case, if one only
aims to to construct the exceptional operations for finitely presented morphisms. Finally, in
Section 2.6 we show that under suitable cohomological finiteness assumptions, étale motives
embed into pro-étale motives.

2.1 Basic definitions and properties
Definition 2.1.1. Let X be a scheme. We define the large pro-étale site of S-schemes
Schproét

X to be the category of all schemes over X, equipped with the Grothendieck-topology
generated by collections of weakly étale morphisms that are coverings in the fpqc topology.
In particular we may consider the large pro-étale ∞-topos of hypercomplete sheaves of anima
on this site. We denote this ∞-category by Shproét(X).

Definition 2.1.2. Let X be a scheme.

1. We define LA1Shproét(X) to be the reflective subcategory of Shproét(X) spanned by
A1-invariant sheaves. We denote by LA1 the localization functor.

2. We define LA1Shproét,•(X) to be the category of pointed objects in LA1Shproét(X).

3. We define LA1ShS1
proét(X) to be the stabilization of LA1Shproét,•(X). There is an infinite

suspension functor
Σ∞ : LA1Shproét,•(X)→ LA1ShS1

proét(X).

By composing left adjoints we get a motivic localization functor

Lmot : PSh(SchX)→ LA1Shproét(X)

which can be described more explicitly following the ideas of Morel and Voevodsky. To that
end, recall the algebraic n-simplex

∆n
X := Spec(Z[t0, . . . , tn]/(

n∑
i=0

ti − 1))×Spec(Z) X

over X. When n varies, these assemble to a simplicial X-scheme

∆•
X : ∆op → SchX .

For any presheaf F on SchX we define

Sing(F ) = colimn∈∆ F (−×∆n
X).
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This assembles to a functor Sing : PSh(SchX)→ PSh(SchX). We write PShA1(SchX) for the
full subcategory spanned by the A1-invariant presheaves. Then the same arguments as in
[AE17, Theorem 4.25] show:
Lemma 2.1.3. Let X be a scheme. The functor Sing(−) lands in the full subcategory
PShA1(SchX) and defines a left adjoint to the inclusion functor.

Proposition 2.1.4. Let X be a scheme. The motivic localization functor Lmot : PSh(SchX)→
LA1Shproét(X) commutes with finite products.

Proof. We pick a regular cardinal κ such that the inclusion Shproét(X) ↪→ PSh(SchX) com-
mutes with κ-filtered colimits. Note that we have an endofunctor

PSh(SchX)
LA1 ◦Lproét−−−−−−−→ PSh(SchX)

together with a canonical natural transformation Id→ LA1◦Lproét. We may therefore consider
the endofunctor LM = colimτ<κ(LA1 ◦Lproét)τ . Then for any presheaf F , the presheaf LM (F )
is κ-filtered colimit of A1-local presheaves and therefore A1-local. Furthermore the usual
cofinality arguments (see the proof of [Lur09, Lemma 6.3.3.4]) show that we also have an
equivalence

LM ≃ colimτ<κ(Lproét ◦ LA1)τ

and thus LM (F ) is also a pro-étale sheaf for any presheaf F . Thus LM defines a functor

PSh(SchX)→ LA1Shproét(X)

and it is easy to see that it is a left adjoint to the inclusion and therefore equivalent to
Lmot. This explicit description proves the claim since sifted colimits commute with finite
products.

We fix notations for later use:
1. The cartesian product defines a symmetric monoidal structure on LA1Shproét(X) and

by Proposition 2.1.4, the motivic localization functor is symmetric monoidal. More-
over, the Yoneda embedding, composed with the motivic localization functor, induces
a functor

SchX → LA1Shproét(X).
If Y ∈ SchX , we also denote by Y its image in LA1Shproét(X).

2. There is also a functor

(−)+ : LA1Shproét(X)→ LA1Shproét,•(X)

that freely adds a base point; by [Rob15, Corollary 5.4], there is a unique symmet-
ric monoidal structure on LA1Shproét,•(X) such that (−)+ enhances to a symmetric
monoidal functor that is the universal functor from LA1Shproét(X) to a pointed cate-
gory. Hence, we obtain a symmetric monoidal functor

SchX → LA1Shproét,•(X)

sending a scheme X to X+. Note that by [Rob15, Proposition 4.10], the functor Σ∞

also naturally enhances to a symmetric monoidal functor which is universal among the
functors from LA1Shproét,•(X) to a stable category.
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3. We also have a symmetric monoidal functor

SchX,• → LA1Shproét,•(X)

that sends a pointed X-scheme (Y, s), where s : X → Y is a section of Y → X, to an
object that we also denote by (Y, s).

Definition 2.1.5. Let X be a scheme and let p, q ∈ N be nonnegative integers with p ⩾ q.
The motivic sphere Sp,q ∈ LA1Shproét,•(X) is the objet

Sp,q := Σp−q(Gm, 1)⊗q

obtained by suspending p − q times the X-scheme Gm ×X pointed at 1. If u ⩾ v we have
Sp,q ⊗Su,v ≃ Sp+u,q+v. Note that as in [MV99, Lemma 2.15 and Corollary 2.18] we have that
S2,1 ≃ (P1

X , ∗) is the projective space pointed at any point.
We define the category LA1ShP1

proét(X), to be the stable presentably monoidal category
obtained by ⊗-inverting the sphere S2,1 in the sense of [Rob15, Definition 4.8]. As S1,0 ≃
S1 ⊗ 1LA1 Shproét,•(X) is inverted, we obtain a stable ∞-category. We denote by S(q)[p] the
image of Sp,q in this category. We write

F(n) ≃ F ⊗ S(1)n

for any F ∈ LA1ShP1
proét(X) and n ∈ Z. Finally we write

S[−] : SchX → LA1Shproét,•(X)→ LA1ShP1
proét(X)

the obvious functor.

We now define the analogue in our pro-étale setting, of the smooth-étale site.

Definition 2.1.6. We say that a map f : Y → X of schemes is weakly smooth if it can be
written as a finite composition of weakly étale maps and smooth maps.

Lemma 2.1.7. Let f : Y → X be a weakly smooth map. Then Zariski-locally on Y we can
write f as a composition

Y → An
X → X

with Y → An
X weakly étale and An

X → X the canonical projection.

Proof. Assume that f is a composition

Y = XN+1
fN−−→ XN → · · · → X1

f0−→ X0 = X

with each fi either weakly étale or smooth. We prove the proposition by induction on N . If
N = 0, we are looking at a single morphism which is either weakly étale, in which case we are
done, or smooth in which case it follows from the structure theorem for smooth morphisms
([Aut18, Theorem 039Q]).

Let N ⩾ 1 and assume that any morphism f that can be written as above with N − 1
maps is Zariski-locally on the source in the form stated in the lemma. Let f : Y → X that
can be written as the composition of N maps as above. We can thus write f = f0 ◦ g with
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g : Y → Z a composition of at most N − 1 maps as above. By our induction hypothesis,
locally on Y the map g is of the form Y → An

Z → Z. Up to replacing Y by one of its Zariski
opens we can therefore assume that we are in a situation

Y → An
Z → Z

f0−→ X

with Y → An
Z weakly étale. There are two cases. If f0 is weakly étale, then have a commu-

tative diagram
Y An

Z Z X

An
X

u

with u weakly étale as the composition of a weakly étale map and the product with An of
a weakly étale map and we are done. If f0 is smooth, then locally on Z it is of the form
Z → Am

X → X with Z → Am
X étale. Let V be an open subset of Z on which f0 has this

property and let U be its inverse image on Y . We have a commutative diagram

U An
V V X

An
Am

X
≃ An+m

X Am
X

w−étale

étaleétale

which proves that we can write U → X as

U → An+m
X → X

with U → An+m
X weakly étale. This finishes the proof.

Definition 2.1.8. Let X be a scheme.

1. We define the pro-étale unstable (resp. unstable pointed) motivic homotopy category
Hproét(X) (resp. Hproét,•(X)) of X to be the smallest full subcategory of LA1Shproét(X)
(resp. LA1Shproét,•(X)) that is closed under small colimits and contains all objects of
the form U (resp. U+) for any weakly smooth X-scheme U .

2. The S1-stable pro-étale motivic homotopy category of X is the smallest stable full sub-
category SHS1

proét(X) of LA1ShS1
proét(X) that is closed under small colimits and contains

all objects of the form Σ∞U+ for any weakly smooth X-scheme U .

3. The stable pro-étale motivic homotopy category of X is the smallest stable full subcat-
egory SHproét(X) of LA1ShP1

proét(X) that is closed under small colimits and contains all
objects of the form S[U ](n) for any weakly smooth X-scheme U and n ∈ Z.

Remark 2.1.9. Let X be a scheme. It is easy to see that Hproét,•(X) is canonically equivalent
to the category of pointed objects in Hproét(X). In the same way, the category SHproét(X) is
given by the (P1,∞)-stabilization of Hproét,•(X). We denote by

Σ∞
P1 : Hproét,•(X)→ SHproét(X)

the induced functor.
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Remark 2.1.10. Let X be a scheme. The pro-étale topology induces a topology on WSmX .
The map WSmX → SchX therefore induces a map

LA1Shproét(WSmX)→ LA1Shproét(X)

from the category of A1-invariant pro-étale sheaves on WSmX . The same proof as [Kha24,
Proposition 2] (replacing the Nisnevich topology with the pro-étale topology) shows that this
functor is fully faithful and that its essential image is Hproét(X). As in [Kha24, Proposition 4],
SHproét(X) is then equivalent to the P1-stabilization of the subcategory of A1-invariant objects
of Shproét,•(WSmX).

Note that since the tensor products on the categories defined in Definition 2.1.2 commute
with colimits in both variables, we get an induced symmetric monoidal structure on the
categories defined in Definition 2.1.8.

2.2 Functoriality
Let us now discuss the basic functoriality of all these constructions:

2.2.1 (Basic Functoriality). Let f : X → Y be any morphism of schemes. There is an induced
morphism f∗ : Shproét(Y )→ Shproét(X) of ∞-topoi.

These functor give rise to an adjunction

f∗ : SHproét(Y ) ⇆ SHproét(X) : f∗

where the left adjoint is canonically symmetric monoidal and this is also true for all other of
the above categories.

2.2.2 (Addtional functorialty). For any morphism of schemes f : X → Y , the forgetful functor

SchX → SchY

gives rise to a further left adjoint

f♯ : Shproét(X)→ Shproét(Y )

to f∗. The functor f♯ descends to a functor

f♯ : LA1ShP1
proét(X)→ LA1ShP1

proét(Y )

that is left adjoint to f∗. Furthermore for any F ∈ LA1ShP1
proét(X) and G ∈ LA1ShP1

proét(Y )
the unit map F → f∗f♯F induces a morphism

f♯(F ⊗ f∗G)→ f♯(F)⊗ G.

This map is an equivalence because it reduces to representables where it is clear. This shows
that the functor f♯ is in fact a morphism of LA1ShP1

proét(Y )-modules. Furthermore we note
that for any cartesian square of schemes

X ′ X

Y ′ Y

f

q

g

p
⌟
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the canonical morphism p♯q
∗ → g∗f♯ is an isomorphism. One can again easily check this

on representables. All of this discussion is also valid for the unstable and pointed unstable
categories.

2.2.3 (Additional smooth functoriality). Let f : X → Y be weakly smooth. Then the functor
f∗ : SHproét(Y )→ SHproét(X) admits a left adjoint f♯ such that

1. The weakly smooth projection formula is satisfied, i.e. the canonical map

f♯(F ⊗ f∗G)→ (f♯F)⊗ G

is an equivalence for any F ∈ SHproét(X) and G ∈ SHproét(Y ).

2. For any cartesian square
T ×Y U U

T Y

fp

g

⌟

q

of schemes, the canonical natural transformation p♯q
∗ → g∗f♯ is an equivalence.

Indeed since weakly smooth maps are stable under composition f♯ is the restriction of the
functor constructed above. This also works for the unstable and pointed unstable versions.

We now show that there is some additional functoriality in the case of a closed immersion.
This is a first step towards the localization theorem in our context. The first goal of this
section is to show the following proposition.

Proposition 2.2.4. Let i : Z → X be a closed immersion. Then the induced functor

i∗ : Hproét(Z)→ Hproét(X)

preserves weakly contractible colimits (i.e. colimits indexed by weakly contractible simplicial
sets) and the induced functor

i∗ : Hproét,•(Z)→ Hproét,•(X)

preserves all small colimits.

2.2.5. For this we recall some terminology first. If C is any category with an initial object ∅,
we denote by PSh∅(C) the reflective subcategory of PSh(C) spanned by those presheaves F
such that F(∅) ≃ ∗.

If X is a scheme we call a morphism φ in PSh(SchX) a motivic equivalence if Lmot(φ)
is an equivalence. Analogously we call a morphism in PSh∅(SchX) a motivic equivalence if it
is a motivic equivalence when seen as a map in PSh(SchX).

Lemma 2.2.6. The functor i∗ : PSh∅(SchZ)→ PSh∅(SchX) preserves motivic equivalences.
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Proof. As in [Ayo07a, Théorème 4.5.35] the functor i∗ preserves A1-local equivalences, so
it suffices to see that it preserves pro-étale local equivalences. Let f be a pro-étale local
equivalence in PSh∅(SchZ), i.e. a morphism that becomes an equivalence after pro-étale
hypersheafification. Note that the inclusion PSh∅(SchZ) → PSh(SchZ) commutes with τ≤n,
i.e. truncations in PSh∅(SchZ) are computed pointwise. It follows that i∗ : PSh∅(SchZ) →
PSh∅(SchX) also commutes with truncations. To see that i∗f is a pro-étale local equivalence
it suffices, that τ≤ni∗f becomes an equivalence after pro-étale sheafification. By the preceding
discussion, we may thus assume that f is a map of n-truncated presheaves. In this case, there
is no difference between pro-étale sheafification and hypersheafification, thus it suffices to see
that i∗ preserves maps that become equivalences after pro-étale sheafification.

For this the usual argument applies. More precisely, the claim follows as in [Ayo07a,
Lemme 4.5.33] if for any T ∈ SchX and any pro-étale covering U = {Ui → TZ} of the base
change TZ of T to Z there is a covering V = {Vj → T} such that the pullback of V to Z
refines U . For this we may assume that T is affine and all Ui are pro-étale affines over TZ by
[BS15, Theorem 2.3.4]. Then we may simply take the covering {Ũi → T, TX\Z → T} where
we use the notations of 1.1.1.

Proof of Proposition 2.2.4. The first statement is a formal consequence of the above Lemma,
see [Kha16, § 7.2]. The second statement is now formal, see [Hoy17, Proposition 5.1] for more
details.

We also need the following lemma.

Lemma 2.2.7. Let i : Z → X be a closed immersion. Then the image of

i∗ : SHproét(X)→ SHproét(Z)

generates SHproét(Z) under colimits. The analogous claim holds for Hproét and Hproét,•.

Proof. We can assume X to be affine. Using Lemma 2.1.7, and the fact that i∗ commutes
with P1-shifts it suffices to show that the S[Y ] belong to its image, where f : Y → Z factors
as

Y
g−→ An

Z → Z

with g pro-étale and Y affine. But the henselization of g along the closed immersion An
Z → An

X

restricts to Y over Z and the claim follows. The proofs for Hproét and Hproét,• are the same.

2.3 Localization
Let X be a qcqs scheme. The goal of this subsection is to prove the following theorem in our
setting:

Theorem 2.3.1 (Localization). Let i : Z → X be a closed immersion and let j : U → X be
the complementary open immersion. Assume that U is quasi-compact and quasi-separated.
For any F ∈ Hproét(X) the canonical square

j♯j
∗F F

U i∗i
∗F
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is cocartesian.

The upshot of our proof is that the localization theorem for the small pro-étale site
allows us to reduce to the original proof due to Morel and Voevodsky [MV99, §3 Theorem
2.21].
Remark 2.3.2. As we assume that the scheme X is qcqs, by [Aut18, Lemma 01PH and Lemma
01TV] the open subset U is qcqs if and only if there is a closed subscheme Z ′ of X with same
underlying topological subset as Z, such that Z ′ → X is finitely presented.
Remark 2.3.3. The assumptions that the open U is quasi-compact is necessary for Theo-
rem 2.3.1 to hold. In fact for non-quasi-compact opens the localization theorem already fails
on the level of sheaves on the small pro-étale site, see Remark 2.3.5 below.

We begin with a similar statement for the small pro-étale site.

Proposition 2.3.4. The functors i∗ : Sh(Xproét)→ Sh(Zproét) and j∗ : Sh(Xproét)→ Sh(Uproét)
are jointly conservative.

Proof. Using Lemma 1.1.4 and Lemma 1.1.6, we may reduce to the case where X is re-
duced, 0-dimensional, affine and all of its local rings are separably closed fields. In this
case, i∗ and j∗ identify with the pullback functors Cond(Ani)/π0(X) → Cond(Ani)/π0(Z) and
Cond(Ani)/π0(X) → Cond(Ani)/π0(U). Since a quasi-compact open of a profinite set is clopen,
we have an isomorphism of profinite sets π0(X) ≃ π0(Z)⨿π0(U). Thus the two above functors
are clearly jointly conservative, as desired.

Remark 2.3.5. The conclusion of Proposition 2.3.4 does not hold if the open subset U is not
quasi-compact. Indeed, consider the profinite set N∪{∞} and the open closed decomposition
N ↪→ N ∪ {∞} ←↩ {∞}. Then in Cond(Ani)/N∪{∞} we have a canonical map

N⨿ {∞} → N ∪ {∞}.

This map is clearly not an isomorphism (the domain is equivalent to N∪{∞} equipped with
the discrete topology). However it also clearly becomes an isomorphism after restricting to
N and {∞}.

2.3.6. Observe that the diagram

PSh∅(Xaff
proét) PSh∅(Zaff

proét) PSh∅(Xaff
proét)

Sh(Xproét) Sh(Zproét) Sh(Xproét)

i∗

Lproét

i∗

Lproét Lproét

i∗ i∗

commutes: the left-hand square commutes by definition; in the right-hand square, all functors
commute with weakly contractible colimits and PSh∅(Zaff

proét) is generated by representables
under weakly contractible colimits; as the case of representables follows from the fact that
the pro-étale topology is sub-canonical [Aut18, Tag 098Z], the right-hand square indeed
commutes.

We now use notations introduced in 1.1.1. We have a left adjoint (̃−) to the pullback
Xaff

proét → Zaff
proét, so that at the level of presheaves, i∗ is given by

P 7→ (U 7→ P (Ũ)).
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Since ∅̃ = ∅, this preserves presheaves that send ∅ to ∗. Let F be in Sh(Xproét); using the
above commutative diagram, the sheaf i∗i∗F is therefore given by the sheafification of the
assertion

V 7→ F( Ṽ |Z).

Armed with this we can now roughly proceed as in the proof of the localization theorem
for ordinary motivic spaces. If Y ∈ SchX is a X-scheme, we also denote by Y its image in
Shproét(X).

Definition 2.3.7. For any scheme Y over X and any section t : Z → YZ = Y ×X Z we define
a presheaf of sets ΦX(Y, t) on the category of schemes over X by setting

ΦX(Y, t)(Y ′) =
{

HomX(Y ′, Y )×HomZ(Y ′
Z ,YZ) ∗ if YZ ̸= ∅

∗ else

where the map ∗ → HomZ(Y ′
Z , YZ) is given by the map Y ′

Z → Z
t−→ YZ . In other words,

ΦX(Y, t) = (Y
⊔
YU

U)×i∗YZ
X

with the map X → i∗YZ given by t and adjunction.

Lemma 2.3.8. Let f : V → Y be a pro-étale morphism of affine schemes and let t′ : Z → VZ

and t : Z → YZ be sections over Z such that fZ ◦ t′ = t. Then the induced map

ψ : ΦX(V, t′)→ ΦX(Y, t)

becomes an isomorphism after applying the sheafification functor

Lproét : PSh(SchX)→ Shproét(X).

Proof. Let T be an affine scheme over X. As pro-étale sheafification commutes with re-
striction to small sites by [CM21, Proposition 7.1], it suffices to prove that Lproétψ|T aff

proét
is an

equivalence. By Proposition 2.3.4 it suffices to prove that Lproétψ|(TU )aff
proét

and Lproétψ|(TZ)aff
proét

are equivalences. As for any Y ∈ (TU )aff
proét, we have YZ = ∅, it is clear that ψ|(TU )aff

proét
is an

equivalence. We remark that if iT : TZ → T is the closed immersion obtained by pullback of
i to T , the functor (iT )∗ is conservative because it is fully faithful as its left adjoint i∗T has a
further left adjoint given by henselization (see 1.1.1) and the latter is fully faithful. Thus it
suffices to prove that

(iT )∗Lproétψ|(TZ)proét = (iT )∗(iT )∗ψ|Tproét

is an equivalence. By 2.3.6, we have that the map of sheaves (iT )∗(iT )∗ψ|Tproét is obtained as
the sheafification of

W ∈ T aff
proét 7→ ψ(W̃|TZ

)

so that in particular, it suffices to show (up to replacing T by an affine pro-étale scheme over
T ) that ψ(T̃Z) is an equivalence.
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To see this we check that the fiber of ψ(T̃Z) over any morphism q : T̃Z → Y over X that
gives rise to an element in ΦX(Y, t)(T̃Z) is a point. The latter fiber is isomorphic to

Φ
T̃Z

(V ×Y T̃Z , t×Z TZ)(T̃Z)

so it suffices to see that this set is a point. But an element in there is given by a map of
schemes s : T̃Z → T̃Z ×X V that makes the diagram

TZ ×X V

TZ TZ T̃Z ×X V

T̃Z T̃Z
Id

s

t×ZTZ

commute. It follows that there is a unique such map s by the universal property of the
henselization. This proves the claim.

Now we are able to prove the localization theorem in the pro-étale setting:

Proof. (of Theorem 2.3.1) We may reduce to the case where X is affine. Since all functors
in discussion commute with sifted colimits, we may reduce to the case that F is given by
Lmot(Y ) for some Y that is affine and pro-étale over An

X for some n by Lemma 2.1.7 and
[BS15, Theorem 2.3.4]. Furthermore all functors in discussion preserve motivic equivalences
(the only non-trivial case is i∗ but this is Lemma 2.2.6). This means that it suffices to see
that the induced map

Y ⨿YU
U → i∗YZ

is a motivic equivalence in PSh(SchX). For this it suffices to see that for any affine X-scheme
f : T → X with a morphism T → i∗YZ corresponding to a morphism t0 : TZ → YZ , the
induced morphism

(Y ⨿YU
U → i∗YZ)×i∗YZ

T

is a motivic equivalence.
But using the projection formula in PSh(SchT ) (see [Lur09, Proposition 6.3.5.11]) this

map is given by applying the functor f♯ : PSh(SchT )→ PSh(SchX) to the morphism

ΦT (YT , t)→ ∗ = T.

with t : TZ → YT ×T TZ = YZ×X T induced by t0 on the first factor and the inclusion TZ → T
on the second factor. Hence, we have reduced to showing that the presheaf ΦT (YT , t) is
motivically contractible. Recall that since Y was affine pro-étale over An

X , it follows that the
structure map YT → T factors as

YT
fT−→ An

T → T

where all schemes are affine and fT is pro-étale. By Lemma 2.3.8 we may reduce to showing
that ΦT (An

T , (fT ×T TZ) ◦ t) is motivically contractible in PSh(SchT ), which is well-known as
now An

T → T is smooth (see the proof of [Hoy17, Theorem 4.18]).
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This also implies the localization theorem for SHproét(X):

Corollary 2.3.9 (Pointed localization). Let i : Z → X be a closed immersion and let j : U →
X be the open complement. Assume that j is a qcqs immersion. For every M ∈ Hproét,•(X)
The sequence

j♯j
∗M →M → i∗i

∗M

is a cofiber sequence. In particular i∗ and j∗ are jointly conservative and i∗ is fully faithful.

Proof. The first statement is a formal consequence of Theorem 2.3.1, see [Hoy17, Proposi-
tion 5.2]. That i∗ and j∗ are jointly conservative is an obvious consequence. Plugging i∗(−)
into the above cofiber sequence and using j∗i∗ ≃ ∗ we see that i∗ → i∗i

∗i∗ is an equivalence.
Thus the claim follows since i∗ is conservative by Lemma 2.2.7.

Corollary 2.3.10 (Closed projection formula). Let i : Z → X be a closed immersion. Assume
that its complement is a qcqs open immersion. Let M ∈ Hproét,•(X) and let N ∈ Hproét,•(Z).
The canonical map

M ⊗ i∗N → i∗(i∗M ⊗N)
is an equivalence.

Proof. This follows immediately from Corollary 2.3.9 using that j∗i∗ ≃ ∗.

2.3.11. Let i : Z → X be a closed immersion. Then canonical functor

Hproét,•(X)⊗Hproét,•(Z) SHproét(Z)→ SHproét(X)

is an equivalence by [AI22, Lemma 1.3.11].

Corollary 2.3.12. Let i : Z → X be a closed immersion. Assume that its complement is a
qcqs open immersion. Then the functor

i∗ : SHproét(Z)→ SHproét(X)

commutes with colimits and the closed projection formula holds in SHproét.

Proof. The closed projection formula for Hproét,• (Corollary 2.3.10) together with Proposi-
tion 2.2.4 implies that the functor i∗ : Hproét,•(Z) → Hproét,•(X) is a map of Hproét,•(X)-
modules in PrL (see [Lur22, Remark 7.3.2.9]). Using [HSS17, Section 4.4], as the adjunction
(i∗, i∗) is internal to the (∞, 2)-category denoted by PrL(Hproét,•(X)), whose objects are the
presentable Hproét,•(X)-modules, its image by the (∞, 2)-functor

−⊗Hproét,•(Z) SHproét(Z) : PrL(Hproét,•(X))→ PrL(SHproét(X))

is again an internal adjunction. In particular, the right adjoint i∗ of i∗ : SHproét(X) →
SHproét(Z) preserves colimits and the projection formula holds.

Corollary 2.3.13. Let i : Z → X be a closed immersion and let j : U → X be the open
complement. Assume that j is a qcqs immersion. For every M ∈ SHproét(X) the sequence

j♯j
∗M →M → i∗i

∗M

is a cofiber sequence. In particular the pair (i∗, j∗) is conservative.
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Proof. By Corollary 2.3.12 all functors in question commute with colimits and P1-stabilization.
Since Σ∞

P1 commutes with colimits and its image generates SHproét(X) under colimits and P1-
shifts, the claim follows from pointed localization (Corollary 2.3.9).

Corollary 2.3.14. Let i : Z → X be a closed immersion. Assume that its complement is a
qcqs open immersion. Then the functor

i∗ : SHproét(Z)→ SHproét(X)

is fully faithful. The same holds for Hproét(Z) and Hproét(X).

Proof. The proof is the same as in Corollary 2.3.9.

2.4 Ambidexterity
In this section, we verify that no step of the proof of ambidexterity for smooth projective
finitely presented morphism of qcqs schemes use a localization triangle with a non-qcqs open
immersion. We follow [Hoy17, Section 5].

Definition 2.4.1. Let C : Schop → CAlg(PrL
• ) be a functor with values in pointed symmetric

monoidal presentable ∞-categories. For f a map of schemes, we denote by f∗ the functor
C(f) and by f∗ its right adjoint. We say that C is an unstable qcqs motivic coefficient system
if the following conditions hold:

1. For every smooth map f , the functor f∗ has a left adjoint f♯ satisfying smooth base
change and the smooth projection formula.

2. A1-invariance: the functor π∗ is fully faithful if π : A1
X → X is the canonical projection

with X any qcqs scheme.

3. Nisnevich descent: the functor C is a Nisnevich sheaf.

4. Qcqs localization: the analogue of Corollary 2.3.9 holds in C.

Theorem 2.4.2 (Drew-Gallauer). Let H•(−) denote the unstable qcqs motivic coefficient
system constructed by Morel and Voevodsky (it is the Nisnevich version, see [MV99]). There
exists a natural transformation

ρC : H•(−)→ C(−)

that also commutes with f♯ for a smooth morphism f .

Proof. Indeed, this is a direct application of [DG22, Proposition 6.8 and Theorem 7.3] (see
Remark 7.11 of loc. cit.).

Lemma 2.4.3. Let i : Z → X be a closed immersion with qcqs open complement and with X
qcqs. Then the natural transformation

ρC ◦ i∗ → i∗ ◦ ρC

is an equivalence.
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Proof. By localization, this follows directly from the commutation of ρC with j♯ with j : U →
X the open complement.

2.4.4. Let S be a qcqs scheme and let M be a locally free OS-module. We denote by
p : V(M) → S the associated vector bundle, with zero section s : S → V(M). Recall that
one denotes by

ΣM : C(S)→ C(S)
the functor p♯s∗. We also denote by SM := ΣM

1S ∈ C(S). Note that the morphism
V(M) → S is affine thus V(M) is qcqs, and as the zero section is given by a finite type
ideal (namely, M∨), the open immersion V(M) \ S → V(M) is a qcqs open immersion. By
the closed projection formula (the analog of Corollary 2.3.10 which is follows formally from
qcqs localization and the smooth projection formula), we then have that

ΣM ≃ SM ⊗ (−). (3)

Moreover, by Lemma 2.4.3 we have ρC ◦ ΣM ≃ ΣM ◦ ρC . If f : S → T is smooth, then we
denote by

ThS(M) := f♯(SM) ∈ C(T )
the Thom space of M. Again by Lemma 2.4.3, we have that ρC(ThS(M)) ≃ ThS(M).

Theorem 2.4.5 (Purity). Let
Z X

S

s

q
p

be a commutative diagram of qcqs schemes with p and q smooth and s a finitely presented
closed immersion. Let Ns be the normal bundle of s. Then there is a canonical isomorphism

p♯s∗ ≃ q♯ΣNs

of functors C(Z)→ C(S).

Proof. The morphism is obtained as a span given by deformation to the normal cone: there is
a smooth morphism p̂ : DZX → A1

S with DZX the deformation space and a finitely presented
closed immersion ŝ : A1

Z → DZX obtained by pulling back the finitely presented closed im-
mersion Z → X along the structure map DZX → X, such that the fiber at 1 is the triangle
of the theorem and the fiber at 0 is the triangle

Z V(Ns)

S

s0

p0

with s0 the zero section of the normal bundle and p0 the canonical map. This induces a span

p♯s∗ → r♯p̂♯ŝ∗r
∗ ← q♯ΣNs

of functors C(Z)→ C(S), with r the projection A1
(−) → (−) (see the discussion above [Hoy17,

Proposition 5.7] for more details). Using the closed projection formula (Corollary 2.3.10
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which holds for C as before), if M ∈ C(S), then the above span evaluated at s∗M can be
written

p♯s∗(1Z)⊗M → r♯p̂♯ŝ∗r
∗(1Z)⊗M ← q♯ΣNs(1Z)⊗M.

As s∗ is fully faithful by Corollary 2.3.14, in fact all objects of C(Z) are of the form s∗M
and it suffices to prove that the two morphism in the span are equivalences when evaluated
at 1Z . Using Lemma 2.4.3, it suffices to prove it in H•(S), where it is [Hoy17, Proposition
5.7].

Construction 2.4.6. In [Hoy17, Section 5.3], Hoyois constructs the unit and counit of the
ambidexterity theorem. We need the following. Let f : X → S be a finitely presented
projective smooth morphism of qcqs schemes. Then there exists (depending of some choice
of an embedding of X in a projective space over S) a map (called the Pontryagin–Thom
collapse)

η : SM → ThX(N )
in H•(S); hereM and N are vector bundles on S and X that satisfy SΩf ⊗SN ≃ Sf∗(M) with
Ωf the locally free sheaf of Kähler differentials. By (3) and the smooth projection formula,
this defines a natural transformation

η : ΣM ≃ SM ⊗ (−) ρC(η)⊗(−)−−−−−−→ ThX(N )⊗ (−) ≃ f♯ΣN f∗

of functors C(S)→ C(S).
He also defines a map ([Hoy17, (5.20)]) ε : f∗f♯ → ΣΩf in H•(X) and we can copy his

definition to get a map in C(X) as follows:

ε : f∗f♯ ≃ (p2)♯p
∗
1 → (p2)♯δ∗δ

∗p∗
1 ≃ (p2)♯δ∗

2.4.5≃ ΣNδ
ν≃ ΣΩf ,

with p1, p2 : X ×S X → X the projections, δ : X → X ×S X the diagonal, ν : Nδ → Ωf the
isomorphism sending x ⊗ 1 − 1 ⊗ x to dx, and the one before last isomorphism is purity
Theorem 2.4.5, that we may apply because the morphism X → S is of finite type so that the
diagonal δ is finitely presented by [Aut18, Tag 0818].

Theorem 2.4.7 (Ambidexterity). Let f : X → S be a finitely presented projective smooth
morphism of qcqs schemes. Then the compositions

f∗ΣM η−→ f∗f♯ΣN f∗ ε−→ ΣΩf ΣN f∗ ≃ Σf∗(M)f∗ ≃ f∗ΣM

and
ΣMf♯

η−→ f♯ΣN f∗f♯
ε−→ f♯ΣN ΣΩf ≃ f♯Σf∗(M) ≃ ΣMf♯

are the identity in C.
In particular, if ΣV is an equivalence in C(S) for any vector bundle V, then the map

ε induces a map f∗f♯Σ−Ωf → Id that exhibits f∗ as the left adjoint of f♯Σ−Ωf and yields a
natural equivalence f♯Σ−Ωf

∼−→ f∗.

Proof. As in the proof of [Hoy17, Theorem 5.20], if ι is the first map evaluated at the unit,
then the two maps are ι⊗f∗(−) and f♯(ι⊗ (−)) thus it suffices to prove that ι is the identity.
By construction we have ι = ρC(ι) and by [Hoy17, Theorem 5.20], ι is the identity in H•(S).
Thus the proof is finished as the second point is a direct consequence (see [Hoy17, Theorem
6.9]).
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Definition 2.4.8. Let C be an unstable qcqs motivic coefficient system Definition 2.4.1. We
say that C is a qcqs motivic coefficient system if

1. It takes values in stable presentably symmetric monoidal ∞-categories.

2. It is Tate-stable meaning that the Tate motive TSpec(Z) := SOSpec(Z) is ⊗-invertible.

Remark 2.4.9. Let C be a qcqs motivic coefficient system. Using Tate-stability, the proof of
[DG22, Theorem 7.14] can easily be adapted to prove that there is a map

SH→ C

where SH is the coefficient system of Nisnevich motivic spectra. Let nowM be a locally free
OX -module; since in SH the sphere SM is ⊗-invertible by [Ayo07a, Theorème 1.5.7], so is its
image in C which is the object we also denoted by SM. Hence, the map ΣM is an equivalence.

Corollary 2.4.10 (Ambidexterity). Working over a qcqs motivic coefficient system, let
f : X → S be a finitely presented projective smooth morphism of qcqs schemes. There is
a natural equivalence f♯Σ−Ωf

∼−→ f∗.

2.5 The six functors for pro-étale motives
Because the localization property is only true for closed immersions with qcqs open immersion,
we do not get a 6 functor formalism as good as for SH. Fix a qcqs motivic coefficient system
C.

Proposition 2.5.1. Let p : Y → X be a finitely presented proper map.

1. Let
Y ′ X ′

Y X

p′

j′ j

p

be a cartesian square of qcqs schemes with j a smooth map. Then the exchange map

j♯p
′
∗ → p∗j

′
♯

is invertible.

2. The functor p∗ commutes with colimits.

3. Let
Y ′ Y

X ′ X

f ′

p′ p

f

be a cartesian square of qcqs schemes. Then the natural transformation

f∗p∗ → p′
∗(f ′)∗

is an equivalence.
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4. For any M in C(X) and any N in C(Y ), the natural map

(p∗M)⊗N → p∗(M ⊗ p∗N)

is an isomorphism.

Proof. The proof follows the proofs of [AGV22, Proposition 4.1.1, Proposition 4.1.2]. We first
assume that p is projective. As all claims are local on X we may assume that p = π ◦ i with
π : Pn

X → X the projection and i : Y → X a finitely presented closed immersion. We may
treat i and π separately. The statements for i∗ follow from localization (and Corollary 2.3.10).
Using ambidexterity we have π∗ ≃ π♯Σ−Ω, thus the four statements for π∗ follow from their
analogue for π♯, which are clear.

We now reduce to the projective case. We begin by noting that by Zariski descent, it
suffices to prove that each qcqs open immersion ν : V → Y with base change ν ′ to Y ′, the
map j♯p

′
∗ ◦ ν ′

♯ → p∗j
′
♯ ◦ ν ′

♯ is an equivalence (1.), the functor p∗ ◦ ν♯ preserves colimits (2.),
f∗p∗ ◦ ν♯ → p′

∗(f ′)∗ ◦ ν♯ is an equivalence (3.) and (p∗ ◦ ν♯M) ⊗N → (p∗ ◦ ν♯)(M ⊗ ν∗p∗N)
is an equivalence (4., here we now have M ∈ C(V )). We fix such a ν : V → Y . By the
refined Chow’s lemma [Con07, Corollary 2.6] we may find a blow-up e : Z → Y with center
disjoint from V such that q = p ◦ e is a projective morphism. We let w : V → Z be an open
immersion such that ν = e ◦w (this exists because e is an isomorphism above V ). We define
Z ′ = Z ×Y Y ′ and e′ : Z ′ → Y ′, q′ : Z ′ → X ′ and w′ : V ′ → Z ′ to be the base changes of e , q
and w along f .

We claim that ν♯ ≃ e∗ ◦w♯ and ν ′
♯ ≃ e′

∗ ◦w′
♯. The proof of the claim is the same in both

cases thus we only deal with the first one. Note first that there exists a comparison map α
obtained by adjunction from Id → ν∗e∗w♯ ≃ w∗w♯. Let i : (Y \ V )red → Y be the reduced
closed immersion. By localization, the pair (i∗, ν∗) is conservative. We have ν∗(α) = Idν∗ν♯

by smooth base change. We have i∗(α) = Id0 by projective base change (that we proved in
the first paragraph). This proves the claim.

Using the claim, we have:

1. (j♯p′
∗ ◦ ν ′

♯ → p∗j
′
♯ ◦ ν ′

♯) = (j♯(p′ ◦ e′)∗ ◦w′
♯ → (p ◦ e) ◦w♯ ◦ j′′

♯ ) with j′′ the base change of
j′ to U .

2. p∗ ◦ ν♯ ≃ (p ◦ e)∗ ◦ w♯.

3. (f∗p∗ ◦ ν♯ → p′
∗(f ′)∗ ◦ ν♯) ≃ (f∗(p ◦ e)∗ ◦ w♯ → (p′ ◦ e′)∗ ◦ w′

♯ ◦ (f ′′)∗) with f ′′ the base
change of f ′ to V .

4.

[(p∗ ◦ ν♯M)⊗N → (p∗ ◦ ν♯)(M ⊗ ν∗p∗N)]
≃ [((p ◦ e)∗ ◦ w♯M)⊗N → ((p ◦ e)∗ ◦ w♯)(M ⊗ w∗(p ◦ e)∗N)]
≃ [(p ◦ e)∗(w♯M)⊗N → (p ◦ e)∗((w♯M)⊗ (p ◦ e)∗N)]

using smooth projection formula for w.

In particular, we may replace p and p′ by q and q′ thus reducing to the case where p is a
finitely presented projective map.
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2.5.2. Let f : X → S be a separated finitely presented morphism of qcqs schemes. Then,
there is a finitely presented compactification of f i.e. a finitely presented proper morphism
f : X → S and a qcqs open immersion j : X → X such that f = f ◦ j. To see that, we may
write S = limSi as a cofiltered limit of a system of Noetherian schemes with affine transition
maps by [Aut18, Tag 01ZJ]. We can then choose an index i and a morphism Xi → Si of finite
presentation whose base change to S is X → S, by [Aut18, Tag 01ZM]. After increasing i we
may assume Xi → Si is separated, by [Aut18, Tag 01ZQ]. But we can find a compactification
of Xi over Si by [Aut18, Tag 0F41]; it is then finitely presented and the base change of this
to S is a compactification of X.

In the above setting, we can set f! := f∗j♯. Note that this functor preserves colimits: it
is clear for j♯ and follows from Corollary 2.4.10 for f∗. We can then follow [AGV22, § 4.3]
to upgrade f 7→ f! into a functor C! : Schfp

qcqs → PrL from the category of qcqs schemes
with finitely presented (non-necessarily separated) morphisms. In fact we can do better (see
Theorem 2.5.4).

The following extension of Theorem 2.4.5 and Theorem 2.4.7 is classical:

Corollary 2.5.3. 1. Let f : Y → X be a smooth map of qcqs schemes. Then there is a
canonical isomorphism f ! ≃ f∗ΣΩf with Ωf the sheaf of differentials of f .

2. Let f : Y → X be a finitely presented smooth and proper map. Then there is a natural
equivalence f♯Σ−Ωf

∼−→ f∗.

Proof. The second point readily follows from the first, using that f! ≃ f∗ for a proper map.
The proof of the first is classical, see for example [Kha21, Theorem 2.44] (one checks similarly
as before that the proof does not use non qcqs open immersions).

Theorem 2.5.4. Let C : Sch → CAlg(PrL) be a qcqs motivic coefficient system. Then it is
endowed with the six functors. More precisely, this means:

1. There exists a lax-symmetric monoidal functor

C∗
! : Corr(Sch, fp)⊗ → PrL,⊗

extending C, where Corr(Sch, fp) is the category of correspondences defined in [HM24,
Definition 2.2.10] (see Remark 2.5.5), with backward maps any map, and onward maps
finitely presented morphisms of qcqs schemes. Roughly, this means that we have all the
higher coherence for the following:

• For each finitely presented map of qcqs schemes f , we have a functor f!, which is
compatible with the formation of pullbacks.

• We have a natural isomorphism

(f!M)⊗N → f!(M ⊗ f∗N).

• If f is finitely presented proper, then f! is the right adjoint of f∗, and if f is a
qcqs open immersion, then f! is the left adjoint of f∗.

2. For any f : X → S finitely presented smooth morphism of qcqs schemes, there is a
natural equivalence f ! ≃ ΣΩf ◦ f∗.

47

https://stacks.math.columbia.edu/tag/01ZJ
https://stacks.math.columbia.edu/tag/01ZM
https://stacks.math.columbia.edu/tag/01ZQ
https://stacks.math.columbia.edu/tag/0F41


3. For any closed immersion i : Z → X with qcqs open complement j : X \ Z → X, we
have exact triangles of natural transformations

j!j
! → Id→ i∗i

∗

i!i
! → Id→ j∗j

∗

given by the unit and counit of the appropriate adjunctions.

4. There is a natural transformation f! → f∗ which is an equivalence if f is proper of finite
presentation.

Proof. Let Corr(Sch, fpsep) be the category of correspondences whose objects are qcqs schemes,
backward morphisms are any morphisms, and onward morphisms are finitely presented sepa-
rated maps (see [HM24, Definition 2.2.10]). The monoidal structure is induced by the carte-
sian structure on schemes. We first apply [CLL25, Theorem 4.35], using Proposition 2.5.1,
Proposition 2.5.1 and 2.5.2. This provides a lax symmetric monoidal 2-functor

C∗
! : SPAN2(Sch, fpsep)⊗

prop,open → PrL,⊗,

where SPAN2(Sch, fpsep)⊗
prop,open is a (2, 2)-category of correspondences defined in [CLL25,

Construction 4.1] (in the notations of loc. cit. we take C the category of qcqs schemes, E
the class of finitely presented separated maps, I the class of qcqs open immersions and P
the class of finitely presented proper maps) and PrL is the (∞, 2)-category of presentable
∞-categories, endowed with the Lurie tensor product. The underlying (2, 1)-category of this
(2, 2)-category is the category Corr(Sch, fpsep) by [CLL25, Lemma 4.13]. In particular, by
composing with the canonical lax monoidal inclusion

Corr(Sch, fpsep)⊗ → SPAN2(Sch, fpsep)⊗
prop,open

and forgetting the 2-morphisms, we obtain a lax symmetric monoidal ∞-functor

C∗
! : Corr(Sch, fpsep)⊗ → PrL,⊗

which is almost all we wanted. The claim was about having for !-able maps all finitely
presented and not only separated thus we have to do some Zariski descent. Note that for
any finitely presented map f : Y → X, there exists an hypercovering Y• → Y for the Zariski
topology such that each composite Yn → Y → X is separated (for example, we may take the
Yn to be affine). We now use the terminology introduced in [HM24, Definition 4.5.1]. By
definition, for any Zariski covering j : U → S, we have j∗ ≃ j!, where j! is the right adjoint of
j!. Thus by [HM24, Lemma 4.5.4], the map f is C-suave. Moreover, by Zariski descent, the
functor j∗ is conservative, thus by [HM24, Lemma 4.7.1], the map j is a universal C!-cover.
All of this put together allows us to apply [HM24, Proposition 3.4.8 (ii)] to conclude that
the functor C∗

! extends uniquely to a 6-functor formalism on Corr(Sch, fp) the category of
correspondences where now all finitely presented maps are onward maps: this provides a lax
symmetric monoidal functor

C∗
! : Corr(Sch, fp)⊗ → PrL,⊗

as promised.
The second point is Corollary 2.4.10, the third point is an assumption on C and the

fourth point follows from the third: given a factorization f = p ◦ j, applying the localization
triangle to j∗ and further applying p∗, we obtain the natural transformation.
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Remark 2.5.5. The category Corr(Sch, fp) has all qcqs schemes for objects. If X and Y are
qcqs, the morphisms X → Y in the category of or correspondences are

α : X f←− Z g−→ Y

where f is any morphism and g is a finitely presented morphism. Composition is given by
the obvious pullback diagram. The functor C∗

! we obtain has the additional property that
C∗

! (α) ≃ g!f
∗. If g is furthermore separated, then for any compactification g = p ◦ j with p

finitely presented proper and j a qcqs open immersion, we have g! ≃ p∗j!. If g is not separated
anymore, one can choose a Zariski hypercovering Z• → Z by affines, and by definition, if one
denote by gn : Zn → Y the composition Zn → Z → Y of g with the morphism jn : Zn → Z,
we have:

g! ≃ colimn∈∆ g
n
! j

∗
n.

Corollary 2.5.6. We have the six functors on SHproét in the sense of Theorem 2.5.4.

2.6 The embedding theorem from étale motives
If Λ is a condensed ring spectrum, it can be seen as an object of Shproét(WSmX , Sp) by using
the canonical maps of sites

∗proét → Xproét → (WSmX)proét.

We let
SHproét(X,Λ) := ModΛ(SHproét(X)).

If the condensed ring spectrum Λ is HZ-linear, we denote by DMproét(X,Λ) the ∞-category
SHproét(X,Λ) and call it the category of pro-étale motives with Λ-coefficients; in that case,
we also denote by DA1

proét(WSmX ,Λ) the category ModΛ(SHS1
proét(X)).

Definition 2.6.1. Let X be a qcqs scheme.

1. We say that X is étale bounded if it has finite Krull dimension and if

sup
x∈X,p prime

cdp(k(x)) < +∞

where cdp(k) is the mod p Galois cohomological dimension of a field k.

2. We say that X is locally étale bounded if it is étale-locally étale bounded.

Theorem 2.6.2. Let X be a locally étale bounded qcqs scheme. Then for any ring spectrum
Λ (endowed with the discrete topology), the canonical functor

SHét(S,Λ)→ SHproét(S,Λ)

is fully faithful.
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Proof. As the Λ-linear version is obtained by taking Λ-modules on both sides, we only deal
with spectral coefficients. We can reduce to étale bounded schemes because both SHét and
SHproét have étale descent.

We begin by showing that the functor

ν∗ : Shét(SmX)→ Shproét(WSmX)

is fully faithful, that is we want to see that the canonical map

HomShét(SmX)(F ,G)→ HomShproét(WSmX)(ν∗F , ν∗G)

is an equivalence. We may assume that F = T for a smooth X-scheme T . Then the map
may be rewritten as

HomShét(SmT )(1, f∗G)→ HomShproét(WSmT )(1, f∗ν∗G)

Since the unit is in the essential image of the inclusion functors from the small étale sites we
may again identify this as

HomSh(Tét)(1, θf∗G)→ HomSh(Tproét)(1, θ′ν∗f∗G)

where the functors θ and θ′ are the right adjoints to the inclusion from the small étale site.
Furthermore we have a commutative square

Sh(Tét) Sh(Tproét)

Shét(SmT ) Shproét(WSmT )

ν∗

θ

ν∗

θ′

(all functors preserve colimits because of [CM21, Proposition 7.1] and on representables this
is easy). So we may reduce to ν∗ being fully faithful on the small site, which follows from
Postnikov-completeness of both sides (which is a consequence of [BS15, Proposition 3.2.3] on
the pro-étale site and of our assumption on finite cohomological dimension for the étale site,
see [Mat25, Lemma 2.23]) and the truncated case which is [HHL+25, Proposition 2.38].

The stable analogue of ν∗ is thus also fully faithful. We now claim that it restricts to a
fully faithful functor

SHS1
ét (X)→ SHS1

proét(X).
In other words we have to show that if F is an A1-invariant sheaf of spectra on SmX , then
ν∗F is also A1-invariant. We first claim that ν∗ is t-exact for the standard t-structure: as
restricting to small sites is t-exact and commutes with ν∗, we are reduced to showing that
ν∗ : Sh(Tét,Sp) → Sh(Tproét, Sp) is t-exact for any smooth X-scheme T . The result then
follows from [Lura, Remark 1.3.2.8].

So let U = limi Ui be affine and pro-étale over some smooth X-scheme T . We want to
show that

(ν∗F)(U)→ (ν∗F)(U × A1)
is an equivalence. Since ν∗F ≃ limn τ≤nν

∗F by Postnikov-completeness of Shproét(WSmX)
(which is again a consequence of [BS15, Proposition 3.2.3]) and because ν∗ commutes with
truncations, we may assume that F = τ≤nF . But then the above map rewrites as

colimi(ν∗F)(Ui)→ colimi(ν∗F)(Ui ×X A1
X);
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indeed, the formula for the left-hand side can be checked by restricting to Sh(Tproét) and the
formula for the right-hand side can be checked by restricting to Sh((A1

T )proét) and in both
cases, the argument is then the same as in [BS15, Corollary 5.1.6] which is the case of the
derived category of sheaves of abelian groups. Thus our map is an equivalence.

Now the claim of the theorem follows formally, if we can show that the square

SHS1
ét (X) SHS1

proét(X)

SHS1
ét (X) SHS1

proét(X)

ν∗

Hom(S[Gm],−) Hom(S[Gm],−)

ν∗

commutes in the obvious way. That is we have to show that the canonical map

ν∗Hom(S[Gm],F)→ Hom(S[Gm], ν∗F)

is an equivalence for any F ∈ SHS1
ét (X). Note that here the internal Homs a priori are

taken in SHS1
ét (X) and SHS1

proét(X), respectively, but the latter in fact agree with the internal
Homs in Shét(SmX , Sp) and Shproét(WSmX ,Sp), respectively. Thus we may argue in the cat-
egories of sheaves, instead of effective motives. Then the claim follows from Proposition 2.6.3
and Lemma 2.6.4 below (indeed note that Hom(S[Y ],−), for f : Y → X a smooth map, is
isomorphic to f∗f

∗ by adjunction and smooth projection formula).

Proposition 2.6.3. Let S be an étale bounded qcqs scheme. Let f : T → S be a map of
schemes such that for any base change f ′ : X ×S T → X to a smooth S-scheme X, the
functor f∗ : Sh((X ×S T )ét,Z) → Sh(Xét,Z) has finite cohomological dimension. Then the
square

Shét(SmT ,Sp) Shproét(WSmT ,Sp)

Shét(SmS ,Sp) Shproét(WSmS , Sp)

ν∗

f∗ f∗

ν∗

commutes.

Proof. For any smooth map g : X → S, we consider the cube

Sh((X ×S T )ét,Sp) Sh((X ×S T )proét, Sp)

Sh(Xét,Sp) Sh(Xproét, Sp)

Shét(SmT , Sp) Shproét(WSmT ,Sp)

Shét(SmS ,Sp) Shproét(WSmS , Sp)

ν∗

f ′
∗ f ′

∗

ν∗

ν∗

f∗ f∗

ν∗

where the diagonal functors are given by base changing and then restricting. Note that the
left-hand square and the right-hand square of the cube clearly commute. The top and bottom
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already commute at the level of sheaves of spaces as we have seen in the proof of the theorem.
Since the collection of all functors of the form Shproét(WSmS , Sp) → Sh(Xproét, Sp) for all
smooth g : X → S is conservative, we may reduce to showing that the back square commutes.
We observe that for bounded above sheaves of spectra, this follows easily by adapting the
proof of [BS15, Lemma 5.4.3].

To extend to all sheaves of spectra, note that the finiteness assumptions imply that the
horizontal functors are fully faithful. It therefore suffices to see that f ′

∗(ν∗F) is in the image
of ν∗: indeed then, f ′

∗(ν∗F) = ν∗ν∗(f ′
∗(ν∗F)),

ν∗(f ′
∗(ν∗F))(U) = f ′

∗(ν∗F)(U) = ν∗F(f ′−1(U)) = F(f ′−1(U)) = f ′
∗(F)(U)

for any U étale overX. Now, observe that we may identify the full subcategory of Shproét(X,Sp)
spanned by the image of ν∗ with the full subcategory spanned by those proétale sheaves
whose homotopy sheaves are classical by [BH21, Lemma 3.5]. It therefore remains to see that
πk(f ′

∗(ν∗F)) ∈ Sh(Xproét, Sp)♡ is classical. By Postnikov-completeness, we note that

f ′
∗(ν∗F) = lim

n
f ′

∗(ν∗τ≤nF).

It follows that the inverse system (πkf
′
∗(ν∗τ≤nF))k is eventually constant since the connec-

tivity of the fiber of

ν∗f ′
∗(πnF) = f ′

∗(ν∗πnF) = fib(f ′
∗(ν∗τ≤nF)→ f ′

∗(ν∗τ≤n−1F))

goes to infinity as n grows, by our cohomological finiteness assumption. Thus for n >> 0 we
have πkf

′
∗(ν∗F) = πkf

′
∗(ν∗τ≤nF) and the latter is classical since τ≤nF is bounded above.

Lemma 2.6.4. Let S be an étale bounded qcqs scheme. Then any finite presentation mor-
phism f : X → S satisfies the assumptions of Proposition 2.6.3.

Proof. First note that if T → S is any finitely presented map, then T is also étale bounded
by [Mat25, Lemma 2.24] (the statement is for smooth morphisms but the proof works for any
finite presentation morphism). In particular it suffices to prove that the functor Rf∗ has finite
cohomological dimension. Also, any étale bounded qcqs scheme of finite dimension has finite
étale cohomological dimension by [CM21, Corollary 3.29], even better, for any U → X étale,
we have DimCoh(U) ⩽ supx∈X supp∈P cdp(κ(x)) + dim(X) =: N . Finally, by [Aut18, Lemma
072W], if A ∈ Sh(Xét,Z), the sheaf Rif∗A is the sheafification of the presheaf that sends
an étale scheme V → S to Hi

ét(f−1(V ), A). In particular, for i > N , we have Rif∗A = 0,
finishing the proof.

Remark 2.6.5. Theorem 2.6.2 also works if X is finite dimensional, and étale locally,

sup
x∈X,p∈P

cdp(k(x)) < +∞

with P the set of primes that are not invertible in Λ. The proof works the same, replacing
sheaves of spectra with sheaves of P-local spectra. Indeed, the analogue of Lemma 2.6.4 is
still a consequence of [CM21, Corollary 3.29] and the Postnikov-completeness of objects in
Sh(Xét, Sp(P)) used in the proofs of Theorem 2.6.2 and Proposition 2.6.3 follows from [CM21,
Theorem 4.28].
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Corollary 2.6.6. Over locally étale bounded qcqs schemes, étale motives have non-effective
pro-étale hyperdescent. That is, if U• → X is a pro-étale hypercovering with X and each Un

locally étale bounded, and if M,N ∈ SHét(X), the map

mapSHét(X)(M,N)→ lim
[n]∈∆

mapSHét(Un)(M|Un
, N|Un

)

is an equivalence of spectra. For M = S the unit and N = HZét(i) the twisted étale-local
motivic Eilenberg-Mac Lane spectrum with i ∈ Z, this means that étale motivic cohomology
has pro-étale descent.

Proof. This is true in SHproét by pro-étale descent, thus Theorem 2.6.2 implies the result.

3 The rigidity theorem.
The main goal of this section is to prove a version of the rigidity theorem in our context,
see Theorem 3.3.7. In Section 3.1, we define categories of solid motives by applying the
abstract solidification procedure of Section 1.4 to categories of pro-étale motives. We prove
that solid pro-étale sheaves embed fully faithfully into these categories in Section 3.2 and
prove a rigidity theorem with torsion coefficients Proposition 3.2.7. Finally in Section 3.3,
we prove a version of the rigidity theorem with ẐP -coefficients. In order to do so, we need to
pass to a further localization of the categories introduced in Section 3.1, see Definition 3.3.3.
As a consequence of the rigidity theorem Theorem 3.3.7, it follows that the categories solid
pro-étale sheaves introduced in Section 1 have the six operations.

In this section, we fix a solid ẐP -algebra Λ, where P is a set of prime numbers, and a
qcqs scheme X.

3.1 Solid motives.
Definition 3.1.1. We define condensed presentably monoidal ∞-categories by

Dproét(WSmX ,Λ): S 7→ Dproét(WSmX×S ,Λ)

DA1
proét(WSmX ,Λ): S 7→ DA1

proét(WSmX×S ,Λ)

DMproét(X,Λ): S 7→ DMproét(X × S,Λ)

The ∞-category of solid A1-invariant sheaves over X is then defined as

DA1(WSmX ,Λ)■ := DA1
proét(WSmX ,Λ)■(∗).

We also define a Tate-stable version, as

DA1,Gm(WSmX ,Λ)■ := DMproét(X,Λ)■(∗).

Finally, we set
D(WSmX ,Λ)■ := Dproét(WSmX ,Λ)■(∗).

Remark 3.1.2. All of the above categories coincide with Λ-modules in the analogous categories
with ẐP -coefficients.
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Theorem 3.1.3. The functor DA1(WSm(−),Λ)■ : Schop → CAlg(PrL) is an unstable qcqs
motivic coefficient system. More explicitly we have the following properties

1. For every weakly smooth map f : X → Y the functor f∗ has a DA1(WSmY ,Λ)■-linear
left adjoint that is compatible with base change.

2. For any scheme X the functor pr∗
1 : DA1(WSmX ,Λ)■ → DA1(WSmX×A1 ,Λ)■ is fully

faithful.

3. For any closed immersion i : Z → X with qcqs open complement j : U → X, the canon-
ical square

DA1(WSmU ,Λ)■ DA1(WSmX ,Λ)■

∗ DA1(WSmZ ,Λ)■

j♯

i∗

in PrL is cocartesian.

The same is true for DA1,Gm(WSm(−),Λ)■.

Proof. Let us start by proving 1. Extending the notations of Definition 3.1.1 to arbitrary
condensed E∞-algebra, we see that for a weakly smooth map f : X → S we have a condensed
adjunction

f♯ : DA1(WSmX , Sp) ⇆ DA1(WSmS ,Sp): f∗

in PrL
cond and the left adjoint f♯ is compatible with base change. Using Lemma 1.4.12, it

follows that the functor f∗ : DA1(WSmS ,Λ)■ → DA1(WSmX ,Λ)■ has a left adjoint given by
f■♯ = (f♯ ⊗cond SolidΛ)(∗). Thus, compatibility with base change follows immediately from
the bifunctoriality of −⊗−. To see that f■♯ satisfies the projection formula, we note that by
[HHLN23, Proposition A] there is a canonical comparison map

f■♯ (F ⊗ f∗G)→ f■♯ (F )⊗G

and it just remains to show that it is an equivalence. For this, we note that all the functors
in question are given by applying their non-solid versions and then solidifying and thus the
claim follows from the projection formula for DA1(WSmX , Sp).

We now prove 2. Similarly as before the adjunction p♯ ⊣ p∗ lifts to an adjunction in
PrL

cond where the right adjoint is fully faithful. Thus the same is still true after applying
−⊗cond SolidΛ using Remark 1.4.11.

Finally for 3., we note that we have an analogous cocartesian square in PrL
cond before

applying −⊗condSolidΛ by Theorem 2.3.1. Since the latter functor is a left adjoint it preserves
cocartesian squares and the claim follows using Lemma 1.4.7.

3.2 Embedding solid sheaves into solid motives
We now prove that solid sheaves embed fully faithfully into the categories of solid motives
that we consider.
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Lemma 3.2.1. Consider the fully faithful functor of condensed categories

ρ♯ : Sh(Xproét)→ Shproét(WSmX).

Then this functor is a condensed right adjoint.

Proof. By Proposition 1.4.5, we have to show that for any profinite set K, the functor

ρ♯ : Sh((X ×K)proét)→ Shproét(WSmX×K)

preserves all limits and that for any map α : K → K ′ of profinite sets, the commutative
square

Sh((X ×K ′)proét) Shproét(WSmX×K′)

Sh((X ×K)proét) Shproét(WSmX×K)

ρ♯

α∗

ρ♯

α∗

is horizontally left adjointable, or equivalently vertically right adjointable.
For this we consider the restriction functors to any small proétale site Sh(Yproét) for

f : Y → X ×K weakly smooth and consider the composite squares

Sh((X ×K ′)proét) Shproét(WSmX×K′) Sh((Y ′)proét)

Sh((X ×K)proét) Shproét(WSmX×K) Sh(Yproét)

ρ♯ resY ′

α∗

ρ♯

α∗

resY

α∗
Y

where we write Y ′ = Y ×(X×K′) (X ×K). Observe that the collection of functors resY for all
Y is jointly conservative. Since resY commutes with all limits and we have resY ◦ ρ♯ ≃ f∗,
it follows that ρ♯ commutes with limits pointwise by Lemma 1.1.7. Similarly, it follows that
we may check vertical right adjointability of left square above after applying resY for all Y .
Now note that the right square is vertically right adjointable as it is clearly horizontally left
adjointable. Thus it suffices to show vertical right adjointability of the composite square. Via
the identification resY ◦ρ♯ ≃ f∗, this follows from integral base change [HHL+25, Proposition
6.18], as in the proof of Lemma 1.4.15.

Corollary 3.2.2. For any C ∈ PrL
cond, the functor

Sh(Xproét)⊗cond C → Shproét(WSmX)⊗cond C

is a fully faithful condensed right adjoint.

Proof. By Lemma 3.2.1, the functor ρ♯ has a condensed left adjoint. The lemma then follows
from Lemma 1.4.14.

3.2.3. As a particular case of the above corollary we obtain a fully faithful and limit-
preserving functor

ρ■♯ : D(X,Λ)■ → D(WSmX ,Λ)■

by letting C = SolidΛ and evaluating at ∗.
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Remark 3.2.4. Note that the canonical square

D(WSmX×A1 ,Λ)■ D(WSmX×A1 ,Λ)

D(WSmX ,Λ)■ D(WSmX ,Λ)

pr∗
1 pr∗

1

where the horizontal maps are the inclusions given by Lemma 1.4.14 commutes. Indeed, the
square obtained by taking left adjoints commutes, since (pr1)♯ commutes with solidification.
It follows that F ∈ D(WSmX ,Λ)■ is in DA1(WSmX ,Λ)■ if and only if the canonical map
F (Y )→ F (Y × A1) is an equivalence for any weakly smooth Y over X.

Corollary 3.2.5. Assume that all primes in P are invertible on X. Then, the fully faithful
functor ρ■♯ : D(X,Λ)■ → D(WSmX ,Λ)■ factors through the full subcategory DA1(WSmX ,Λ)■.

Proof. We may assume that Λ = ẐP . Note that the square

D(X, ẐP)■ D(WSmX , ẐP)■

D(Xproét, ẐP) D(WSmX , ẐP)

ρ■
♯

ρ♯

commutes, because it is obtained by tensoring an adjunction in PrL
cond with SolidẐP

(see the
proof of Proposition 1.4.17). Thus we have to check that for F ∈ D(X, ẐP)■ the canonical
map

ρ♯(F )(Y )→ ρ♯(F )(Y × A1)

is an equivalence for any f : Y → X ∈ WSmX . This map identifies with the canonical
map f∗F (Y ) → pr∗

1 f
∗F (Y × A1), as f∗F is solid by Proposition 1.2.11, we may assume

that Y = X. As pr∗
1 commutes with limits by Proposition 1.2.11, we can use Postnikov-

completeness to assume that F is bounded below, and we can then further reduce to F
being in the heart by a spectral sequence argument. Then, we can reduce to F being in
Pro(Shcons

P (Xét)) by Theorem 1.2.8 and then in Shcons
P (Xét) in which case it follows from

[sga72, Exposé XV, Corollaire 2.2].

Theorem 3.2.6. Assume that all primes in P are invertible on X. Then, the functor

ρ■♯ : D(X,Λ)■ → DA1(WSmX ,Λ)■

of Corollary 3.2.5 is fully faithful, commutes with all small colimits and limits, all pullbacks
and with f♯ for f weakly étale.

Proof. The commutation with colimits is formal (we are taking the global sections of a map
in PrL

cond), the commutation with limits is 3.2.3. The commutation with pullbacks and with
f♯ for f weakly étale is true at the condensed level before solidification and taking global
sections so that it remains true.

From this, we can deduce the solid rigidity theorem with torsion coefficients.

56



Proposition 3.2.7. Let n ∈ N be invertible on X. Assume that Λ is a Z/nZ-algebra.Then,
the functors

D(X,Λ)■ → DA1(WSmX ,Λ)■ → DA1,Gm(WSmX ,Λ)■

are all equivalences.

Proof. It suffices to deal with the case Λ = Z/nZ. Using the functor frome effective étale
motives we see that in DA1(WSmX ,Z/nZ)■ the Tate twist is already invertible, thus the
functor

DA1(WSmX ,Z/nZ)■ → DA1,Gm(WSmX ,Z/nZ)■

is an equivalence. Hence, using Theorem 3.2.6, the only thing left to prove is that the functor

D(X,Λ)■ → DA1(WSmX ,Λ)■

is essentially surjective knowing that it is fully faithful. Hence, we only have to prove that
collection of objects that generate the target category under colimits are in the image. Now,
the f♯(Z/nZ) for f weakly smooth generate DA1(WSmX ,Z/nZ)■. Zariski-locally on the
source such an f can be written as a composition

U
g−→ An

X
j−→ Pn

X
p−→ X

with g weakly étale, j the canonical open immersion and p the canonical projection (here
we just use Lemma 2.1.7 and decompose the canonical projection An

X → X); as j ◦ g is still
weakly étale, we see that f is Zariski-locally on the source of the form

U
h−→ Pn

X
p−→ X

with h weakly étale. Hence, the p♯h♯(Z/nZ) for p and h as above generate DA1(WSmX ,Z/nZ)■.
But then, ambidexterity (Corollary 2.4.10) ensures that p♯ ≃ p∗(n)[2n] and thus the p∗h♯(Z/nZ)
generate DA1(WSmX ,Z/nZ)■.

Note now that on both sides we have proper base change for finitely presented morphism
by Proposition 1.3.6 and Proposition 2.5.1. This formally implies that p∗ commutes with ρ■♯ :
indeed, we have an exchange morphism ρ■♯ p∗ → p∗ρ

■
♯ as in [CD16, 4.4.2] and we can test

whether it is an isomorphism by taking the Hom(g♯(Z/nZ),−) for g weakly étale over X; the
proof is then the same as in [CD16, Proposition 4.4.3]. As we already know that h♯ commutes
with ρ■♯ , we can reach the generators which finishes the proof.

3.3 The rigidity theorem

Our goal is now to prove the rigidity theorem. As we have seen, both DA1(WSm(−),Λ)■

and DA1,Gm(WSm(−),Λ)■ are unstable qcqs motivic coefficient systems. Rigidity would
imply Tate-stability and as a means of enforcing it, we further localize DA1(WSm(−),Λ)■
at a certain set of maps. To see that this procedure still yields an unstable qcqs motivic
coefficient system, we first need a bit of general theory.

Let C : Sch→ CAlg(PrL) be an unstable qcqs motivic coefficient system. Fix a small col-
lection of morphisms in T in C(Spec(Z)). Then we may define an induced functor CT : Sch→
CAlg(PrL) via

f : Y → Spec(Z) 7→ CT (Y ) := C(Y )[{f∗λ⊗M | λ ∈ T ;M ∈ C(Y )}−1].
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Remark 3.3.1. Note that there is a natural equivalence of functors

CT ≃ C(−)⊗C(Spec(Z)) CT (Spec(Z)).

Proposition 3.3.2. In the above setting, also CT is an unstable qcqs motivic coefficient
system.
Proof. This is immediate once one realises that all properties of being an unstable qcqs
motivic coefficient system are properties internal to the (∞, 2)-category PrL

C(Spec(Z)). As
the functor − ⊗C(Spec(Z)) CT (Spec(Z)) is an (∞,2)-functor ([HSS17, Section 4.4]), the claim
follows.

Recall that ΠP is the set of integers which are divisible only by primes in P.
Definition 3.3.3. The ∞-category DMeff(X,Λ)■ of effective solid motives over X is the
localization of the ∞-category DA1(WSmX ,Λ)■ at the maps

Λ[GmX ]⊗Λ Λ[Y ] ≃ Λ[GmY ]→ ( lim
n∈ΠP

Z/nZ[GmX ])⊗ẐP
Λ[Y ]

where Y is weakly smooth over X.
Remark 3.3.4. 1. Note that by Proposition 3.2.7, the objects Z/nZ[GmX ] are actually in

the image of the functor ρ■♯ . Moreover, because ρ■♯ commutes with limits by 3.2.3,
we see that limn Z/nZ[GmX ] is again in the image of ρ■♯ . Using that over the small
pro-étale site, pullbacks commute with all limits, we see that the maps we invert are
stable under pullbacks.

2. Note also that in fact, if f is a map that we invert, and M is any object, then the map
f ⊗ IdM is also inverted. In particular, the localization functor is symmetric monoidal.

Remark 3.3.5. Assume that all the primes in P are invertible on X. By [CD16, Proposition
3.2.2] we have Z(1)[1] ≃ Gm in DMeff

ét (Spec(Z),Z). Thus for n ∈ ΠP, the classical Kummer
sequences identifies Z(1)[1]/n ≃ µn[1] (see [CD16, 3.2]). In particular, we obtain maps
Z(1)→ µn for all n ∈ ΠP. As both sides a stable under pullbacks, those maps exist over any
scheme X. Their images in DA1(WSmX ,Λ)■ provides after taking a limit a map

Λ(1)→ ( lim
n∈ΠP

µn)⊗ẐP
Λ.

Thus, in DA1(WSmX ,Λ)■, the map

Λ[GmX ]⊗Λ Λ[Y ]→ ( lim
n∈ΠP

Z/nZ[GmX ])⊗ẐP
Λ[Y ]

we invert can in fact be written as

Λ⊕ Λ(1)[1]→ ( lim
n∈ΠP

Z/nZ⊕ lim
n∈ΠP

µn)⊗ẐP
Λ[Y ].

We have ẐP = limn∈ΠP Z/nZ in DA1(WSmX , ẐP)■ because this is true over the small site,
and ρ■♯ commutes with limits. Moreover, µn comes from the small étale site, and the limit
limn∈ΠP µn is representable in the small pro-étale site by µ∞,P . This proves that our local-
ization is also the localization of DA1(WSmX ,Λ)■ at the maps

M(1)→M ⊗ẐP
µ∞,P

for all M .
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The discussion above in particular shows that the functor

DMeff(−,Λ)■ : Sch→ CAlg(PrL)

is as in Proposition 3.3.2, for the map Λ[GmZ]→ (limn∈ΠP Z/nZ[GmZ])⊗ẐP
Λ.

Proposition 3.3.6. The functor DMeff(−,Λ)■ is a qcqs motivic coefficient system. Hence
we have the six operations on DMeff(−,Λ)■ in the sense of Theorem 2.5.4.

Proof. The only thing that does not follow from Proposition 3.3.2 is Tate-stability, but it is
true since in DMeff(−,Λ)■, the Tate twist is by definition equivalent to µ∞,P ⊗ẐP

Λ which is
invertible by Lemma 1.3.8.

Let us now state our first rigidity result:

Theorem 3.3.7. Assume that all prime numbers P are invertible on X. Then, the functor
ρ■♯ : D(X,Λ)■ → DA1(WSmX ,Λ)■ induces an equivalence

D(X,Λ)■ → DMeff(X,Λ)■.

In particular, the D(−,Λ)■ are endowed with the six functors in the sense of Theorem 2.5.4.

Proof. We can assume that Λ = ẐP . To prove full faithfulness, we need to prove that for any
F ∈ D(X, ẐP)■ the canonical map

HomDA1 (WSmX ,ẐP )■( lim
n∈ΠP

Z/nZ[GmX ], ρ■♯ F)→ HomDA1 (WSmX ,ẐP )■(ẐP [Gm], ρ■♯ F)

is an equivalence. Since ρ■♯ commutes with limits we may replace F by τ≤nF . We claim
that both sides preserve filtered colimits in F . For the domain this follows immediately be-
cause the object limn∈ΠP Z/nZ[GmX ] is dualizable in DA1(WSmX , ẐP)■, by Remark 3.3.5 and
Lemma 1.3.8. For the codomain, we observe that since the localization functor D(WSmX , ẐP)→
DA1(WSmX , ẐP)■ is symmetric monoidal, we have that

HomDA1 (WSmX ,ẐP )■(ẐP [Gm], ρ■♯ F) ≃ HomD(WSmX ,ẐP )(ẐP [Gm], ιρ■♯ F)

where we write ι : DA1(WSmX , ẐP)■ → D(WSmX , ẐP) for the inclusion. To check compati-
bility with filtered colimits, it thus suffices to show that the functor

HomD(WSmX ,ẐP )(ẐP [Gm], ρ■♯ τ≤n(−)) : D(X, ẐP)■ → D(WSmX , ẐP)

commutes with filtered colimits. This we may check after mapping out of ẐP [W ] for a w-
contractible weakly smooth scheme, since (shifts of) these compactly generate D(WSmX , ẐP).
Writing p : W → X for the structure map and π : W ×Gm →W for the projection, we get

HomD(WSmX ,ẐP )(ẐP [W ],HomD(WSmX ,ẐP )(ẐP [Gm], ρ■♯ τ≤n(−)))

≃HomD(WSmW ,ẐP )(ẐP [Gm], p∗ρ■♯ τ≤n(−))

≃HomD(WSmGm×W ,ẐP )■(ẐP , π
∗p∗ρ■♯ τ≤n(−))
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Now note that both sides are in the image of ρ■♯ , since ρ■♯ commutes with pullback. But then
the claim follows from [HRS23, Lemma 5.3].

Thus we may reduce to the case where F is bounded and so, by dévissage, to the case
where F is concentrated in one degree. Using Theorem 1.2.8 and commutation with filtered
colimits again, we may reduce to the case where F is torsion and the claim is then clear. The
proof of essential surjectivity is then exactly the same as in Proposition 3.2.7.

We finish by defining the category of solid motives and proving that it is the same as
the category of effective solid motives.

Definition 3.3.8. We define the category of solid motives DM(X,Λ)■ to be the localization
DA1,Gm(WSmX ,Λ)■ at the maps

M(1)→M ⊗ẐP
Σ∞
P1µ∞,P

for all M .

Proposition 3.3.9. The canonical functor

DMeff(X,Λ)■ → DM(X,Λ)■

is an equivalence.

Proof. It suffices to show that DA1,Gm(WSmX ,Λ)■ is the Gm-stabilization of DA1(WSmX ,Λ)■.
Indeed, both categories will then have the same universal properties as presentably symmetric
monoidal ∞-categories because µ∞,P is ⊗-invertible already in the small pro-étale site.

The object Λ(1) is symmetric in DA1(WSmX ,Λ)■ because it is the image of the object
Z(1) of DA1

ét (SmX ,Z) which is already symmetric by [Voe98, Lemma 4.4]. We can therefore
compute the Gm-stabilization as the colimit of the diagram:

DA1(WSmX ,Λ)■ −⊗ΛΛ(1)−−−−−−→ DA1(WSmX ,Λ)■ −⊗ΛΛ(1)−−−−−−→ · · · .

On the other hand, we have a natural map from the colimit of the diagram

DA1
proét(WSmX ,Λ) −⊗ΛΛ(1)−−−−−−→ DA1

proét(WSmX ,Λ) −⊗ΛΛ(1)−−−−−−→ · · ·

to DMproét(X,Λ). This map is an equivalence because taking sections over any profinite
set S is compatible with colimits (see the proof of [MW24, Proposition 2.6.3.2] applied to
condensed S-categories) and over S, this is true by definition. As the condensed tensor
product commutes with small colimits in each variable and as the global section functor
commutes with colimits, this implies that DA1,Gm(WSmX ,Λ)■ indeed is the Gm-stabilization
of DA1(WSmX ,Λ)■ finishing the proof.

Theorem 3.3.10. The obtained realization functor

ρ■ : DMproét(X,Z)→ DM(X,Λ)■ ≃ D(X,Λ)■

is a morphism of 6-functor formalisms on qcqs Spec(Z[1/P])-schemes. That is, it commutes
with f∗, ⊗, and g! for g a finitely presented map of qcqs schemes.
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Proof. By construction, the functor ρ■ is a morphism of qcqs motivic coefficient systems. In
particular, it commutes with the functor f∗ for each map f of schemes, with ⊗, and with f♯ if
f is a smooth map of schemes (in fact, it is clear that it also commutes with j♯ for j a weakly
étale map). Using the localization triangle, we see that it also commutes with i∗ for i a finitely
presented closed immersion of qcqs schemes. Using ambidexterity, one then concludes that it
commutes with p∗ for any finitely presented projective morphism of qcqs schemes. Using the
refined Chow lemma ([Aut18, Lemma 2020]), this implies that it commutes with p∗ with p
any proper map of finite presentation between qcqs schemes. Thus, the functor ρ■ commutes
with f! for any finitely presented map of qcqs schemes. To obtain a morphism of 6-functor
formalisms, one may use the fact that [CLL25, Theorem 4.35] is an equivalence of categories,
in particular it is functorial, so that ρ■ lifts to a natural transformation between functors on
correspondences.

Proposition 3.3.11. Let X be a qcqs scheme over which ℓ is invertible. Then the composition

ρ■ : DMét,gm(X,Z)→ DMproét(X,Z)→ D(X,Zℓ)■

lands in the category Db
c(Xét,Zℓ) and coincides with the ℓ-adic realization functor defined in

[CD16].

Proof. By [RT24a, Corollary 3.7], for any object M ∈ DMét,gm(X,Z), there exists a strat-
ification on which M is dualizable. We claim that this implies that ρ■(M) is ℓ-complete.
Indeed, any dualizable object of D(X,Zℓ)■ is ℓ-complete because the unit is complete, and
then we can use Lemma 1.1.6 together with the fact that pullback functors preserves limits to
conclude. Thus, to show that ρ■(M) is an object of Db

c(Xét,Zℓ), it suffices to check that for
all n ∈ N∗, the object ρ■(M)/ℓn = ρ■(M/ℓn) is a bounded complex of torsion constructible
étale sheaves. This means that we reduced the question to showing that the image of the
functor

DMét,gm(X,Z) −/ℓn

−−−→ ModZ/ℓnZ(DMét(X,Z))→ ModZ/ℓnZ(D(X,Zℓ)■)

lands in Db
c(Xét,Z/ℓnZ). But using rigidity for étale motives ([BH21]), the functor

ModZ/ℓnZ(DMét(X,Z))→ ModZ/ℓnZ(D(X,Zℓ)■)

can be identified with the functor

D(Xét,Z/ℓnZ)→ D(X,Z/ℓnZ)■.

By Proposition 1.3.9, the above functor is fully faithful after left completion, in particular,
it is fully faithful on bounded objects. As the image of M is then a dualizable object of
D(Xét,Z/ℓnZ), we conclude that it is a bounded complex of constructible étale sheaves.

We now prove that ρ■ coincides with the functor ρℓ of [CD16]. Recall that the latter is
the restriction to constructible motives of the ℓ-completion functor

DMét(X,Z)→ DMét(X,Z)∧
ℓ ≃ D(Xét,Z)∧

ℓ .

Moreover, as
Db

c(Xét,Zℓ) ≃ lim
n

Db
c(Xét,Z/ℓnZ)
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by [HRS23, Theorem 7.7], it suffices to prove that for each n ∈ N∗, the two functors
DMét,gm(X,Z) → Db

c(Xét,Z/ℓnZ) are equivalent in a way compatible with n. This was
already proven in the previous paragraph: we have shown that for M ∈ DMét,gm(X,Z), the
object ρ■(M)/ℓn is nothing but M/ℓn ∈ D(Xét,Z/ℓnZ).

Corollary 3.3.12. We have a commutative square

DMét(X,Z) D(X,Zℓ)■

DMét(X,Q) D(X,Qℓ)■

ρ■

⊗Q ⊗Q

ρ■

of symmetric monoidal left adjoints which restricts to the classical square

DMét,gm(X,Z) Db
c(Xét,Zℓ)

DMét,gm(X,Q) Db
c(Xét,Qℓ)

ρℓ

⊗Q ⊗Q

ρQℓ

,

where ρℓ is the ℓ-adic realization functor of [CD16] and ρQℓ
is the Qℓ-adic realization functor

of [RS20, 2.1.2].

Proof. The first square exists formally. That it restricts to the second square can be seen as
follows. We have already seen that the restriction of ρ■ to DMét,gm(X,Z) is ρℓ. The claim
about the vertical functors is formal. For the low horizontal functor, this follows from the
definition (as the rationalization of ρℓ) and [HS23, Corollary 2.4].

Remark 3.3.13. Over schemes of characteristic zero, the above Corollary 3.3.12 also holds
with Ẑ and the ring of finite adeles AQ,f instead of Zℓ and Qℓ. By using right adjoints and
a bit of work, this allows for another definition of the algebra N ∈ DMét(Spec(Q),Z) such
that modules over it are Nori motives, as considered in [RT24b]. In forthcoming work, we
plan to study a spectral analogue of the constructions of this paper, that would lead to a
definition of spectral Nori motives.
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